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How to represent a word?

dog 1

cat pi

_ O O
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person 3

Slides from Transactions on ACL: Omer Levy, Yoav Goldberg, Ido Dagan,
Improving Distributional Similarity with Lessons Learned from Word Embeddings, Bar-llan University, Israel
https://levyomer.wordpress.com/2015/03/30/improving-distributional-similarity-with-lessons-learned-from-word-embeddings/



https://levyomer.wordpress.com/2015/03/30/improving-distributional-similarity-with-lessons-learned-from-word-embeddings/

Vector space model

* |[n the vector space model, ;
each dimension corresponds to a term. 0,

* The dimensionality V of the space
corresponds to the size of
the vocabulary.

e Each word is represented by a V dimensional vector, where only the
dimension corresponding to that word is non-zero.

* Hence, each document is represented by the frequency of its terms.



How to represent a word?

dog 1 1 0 0 0 0 0 0 0 0 O
cat 2 O 1 0 0 0 0 O o0 o o
person 3 O 01 0 0 O 0 o0 o0 o

* Problem: distance between words using one-hot encodings always
the same

* Idea: Instead of one-hot-encoding use a histogram of commonly co-
occurring words.



Distributional Semantics

dog 5150 5[0 |0 [5]5 (|0 2

cat 51411 41210 (3 (4 |0 3

person 51511 51012 [5]|5 10 O
o

c 3 ., 8% 2

= v > n el

RN EEN

This vocabulary can be extremely large



Distributional Semantics

e How similar is to ?
* How related is to ?

* Representing words as vectors allows easy
computation of similarity and relatedness.



Approaches for Representing Words

Distributional Semantics (Count) ||Word Embeddings (Predict)

* Used since the 90’s * Inspired by deep learning
* Sparse word-context PMI/PPMI matrix | |* word2vec (Mikolov et al., 2013)
 Decomposed with SVD * GloVe (Pennington et al., 2014)

N\ /

Underlying Theory: The Distributional Hypothesis (Harris, 54, Firth, 57)
“Similar words occur in similar contexts”




Approaches for Representing Words

Both approaches:
* Rely on the same linguistic theory
* Use the same data

* Are mathematically related
* “Neural Word Embedding as Implicit Matrix Factorization” (NIPS 2014)

* How come word embeddings are so much better?
e “Don’t Count, Predict!” (Baroni et al., ACL 2014)

* More than meets the eye...



Word Embeddings with Word2Vec

Algorithms

» Skip Grams + Negative Sampling e Subsampling

« CBOW + Hierarchical Softmax * Dynamic Context Windows

* Noise Contrastive Estimation * Context Distribution Smoothing
* GloVe * Adding Context Vectors



What is word2vec?

e word2vec is not a single algorithm

* It is a software package for representing words as vectors, containing:

* Two distinct models
* CBoW
e Skip-Gram
e Various training methods
* Negative Sampling
* Hierarchical Softmax
* Arich preprocessing pipeline
* Dynamic Context Windows
e Subsampling
e Deleting Rare Words



What is word2vec?

e word2vec is not a single algorithm

* It is a software package for representing words as vectors, containing:

* Two distinct models

* CBoW

e Skip-Gram (SG)
e Various training methods

* Hierarchical Softmax
* Arich preprocessing pipeline

e Subsampling
e Deleting Rare Words



Skip-Grams with Negative Sampling (SGNS)

Marco saw a furry little cat hiding in the tree.

“word2vec Explained...”
Goldberg & Levy, arXiv 2014
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Skip-Grams with Negative Sampling (SGNS)

Marco saw a cat the tree.
words contexts

cat furry

cat little

cat hiding D (data)
cat In

“word2vec Explained...”
Goldberg & Levy, arXiv 2014



Skip-Grams with Negative Sampling (SGNS)

Marco saw a cat the tree.

Input projection  output

w(t-2)

e Word2vec models the distribution of
words and context words.

w(t-1)

w(t)

* The model will maximize the log-likelihood:

w(t+1)

T
%Z > logp(wiyjlwe)

t=1 —c<j<c,j#0 w(t+2)




Softmax: words vs context words

* The p(w;|w;_;) is formalized as the softmax:

-
exp ( wor fvwl)

W y T
Zw:l exp (U'w UUJI)

p(wolwr) =

where each word is represented by a vector v, = [Vw.
the argument of the softmax function:

Vw.], thus rendering

Marco saw a furry little cat hiding in the tree.

Ywia
Vwo * Vw, = [Pwo1 = Ywonal - I ] p(furry|cat) =
vWIn

" Veaty

o Vcat;

16



Stochastic Gradient Descent

* But Corpus may have 40B tokens and windows
* You would wait a very long time before making a single update!
bad idea for pretty much all neural nets!

* Instead: We will update parameters after each window t
— Stochastic gradient descent (SGD)

v = v3ld — av,, p(w,|w;,D)

WY = v3l — aV,, p(wolwy, D)



Word vectors

 SGNS finds a vector w for each word w in our vocabulary 1/,

* Each such vector has d latent dimensions (e.g. d = 100)

* Effectively, it learns a matrix I/’ whose rows represent 1/,

* Key point: it also learns a similar auxiliary matrix C of context vectors

* In fact, each word has two embeddings
d d

@ > wicat = (—3.1,4.15,9.2,-6.5, ...)

e =+ G

cat = (—5.6,2.95,1.4,-13, ...) <_E “word2vec Explained...”

Goldberg & Levy, arXiv'2014




Positive Samples

+ Negative Sampling

* Maximize: oc(w - ¢)
* ¢ was observed with w

words

cat
cat
cat
cat

contexts

furry
little
hiding
In

was

words

cat
cat
cat
cat

* Minimize: oc(w - ¢")

with w

contexts

Australia
cyber
the

1985

“word2vec Explained...”
Goldberg & Levy, arXiv 2014



Learning word vectors

increase
similarity( apricot , jam) C
———————————————— W . C
W ]k 1 . d
1.2.?.Pﬁ!99t..v 1
1 E @ . . ” \\\ k [(@@-0 - 00) jam neighbor word
. . ...apricot jam... L
- ° »h[(ee.e-ee)aardvark fandom noise
: ® Tt - word
d @ ) Y
‘ .-~ decrease
e similarity( apricot , aardvark)
W: . C

J n



Exercise: How would w - ¢ be for these words?

w:cat

d

‘banana e-— 1
N EEETR

“word2vec Explained...”
Goldberg & Levy, arXiv'2014



Implementation example



Hyperparameters

* Preprocessing (word2vec)
* Dynamic Context Windows
e Subsampling
* Deleting Rare Words

* Association Metric (SGNS)
e Shifted PMI



Dynamic Context Windows

Marco saw a furry little cat hiding in the tree.



Dynamic Context Windows

cat



Dynamic Context Windows

cat

1 2 3 4 4 3 2 1
word2vec: - - - - - = = =

4 4 4 4
1 1
GloVe: - - = = - - = =
4 4
: 1 1 1
Aggressive: - - — - - = = =
4 2 1 1 2 4 8

The Word-Space Model (Sahlgren, 2006)



Context Distribution Smoothing

* SGNS samples ¢’ ~P to form (w, c") examples

#HC

!/
ZC’EVC #e

* Our analysis assumes P is the unigram distribution P (c¢) =

* In practice, it’s a smoothed unigram distribution

(#C)0'75
ZC,EVC(#CI)OJS

PO.75 (C) —

* This little change makes a big difference.
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Slides from: Christopher Manning, Distributed word representations for IR, Stanford University, USA



Linear Relationships in word2vec

These representations are very good at encoding similarity and
dimensions of similarity!

* Analogies testing dimensions of similarity can be solved quite well
just by doing vector subtraction in the embedding space
Syntactically

apple ~ Xapples = Xcar ~ Xcars = Xfamity ~ Xfamilies
» Similarly for verb and adjective morphological forms

Semantically (Semeval 2012 task 2)

shirt ~ Xclothing =~ Xchair ~ Xfurniture

* Xking ~ Xman = Xqueen ~ Xwoman

Slides from: Christopher Manning, Distributed word representations for IR, Stanford University, USA



Word Analogies

Test for linear relationships,

examined by Mikolov et al.

_ T
a:b::c:? — d = arg max (’wb Wq + wc) Wy
x Hwb_wa"'wc”
man:woman :: king:?
1
+  king [0.300.70] queen
0.
® king
- man [0.200.20]
0.5
+ woman [0.600.30]
woman
0.25 /
queen [0.700.80 ] man
0

Slides from: Christopher Manning, Distributed word representationSQ‘or IR, sthéPord Unﬂlérsity, U3KS
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Examples

* Sentiment classification

* Word-Entity embeddings

* Link prediction

* Word-Image embeddings

» Zero-shot image classification

* Multimodal relation embeddings



Word embeddings and CNNSs for sentence

classification

wait
for
the
video
and
do

n't
rent

1t

n x k representation of
sentence with static and
non-static channels

e

-

Convolutional layer with
multiple filter widths and
feature maps

.,

.

.,

Max-over-time
pooling

Kim, Yoon. "Convolutional Neural Networks for Sentence Classification.” Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing (EMNLP). 2014.

Fully connected layer
with dropout and
softmax output




Results

* Movie reviews (MR)

* Sentiment analysis (SST-1, SST-2, Sub)
 TREC Question Answering (TREC)

e Customer reviews (CR)

e Opinion polarity (MPQA)

Data [ c| 1| N | |[V] | [Viel] Test
MR || 2| 20| 10662] 18765| 16448 CV
SST-1 || 5| 18] 11855 17836| 16262| 2210
SST-2 || 2| 19| 9613 | 16185| 14838| 1821
Subj | 2 23| 10000 21323| 17913 CV
TREC || 6 | 10| 5952 | 9592 | 9125 | 500
CR || 2| 19| 3775 | 5340 | 5046 | CV
MPQA| 2| 3 | 10606/ 6246 | 6083 | CV




Results

Model MR | SST-1 | SST-2 | Sub; | TREC| CR | MPQA
CNN-rand 76.1 45.0 82.7 89.6 91.2 79.8 83.4
CNN-static 81.0 45.5 86.8 93.0 92.8 84.7 | 89.6
CNN-non-static 81.5 | 48.0 87.2 93.4 93.6 84.3 89.5
CNN-multichannel 81.1 47.4 88.1 93.2 02.2 | 85.0 | 894
RAE (Socher et al., 2011) 7.7 43.2 82.4 — — — 86.4
MV-RNN (Socher et al., 2012) 79.0 44 .4 82.9 — — — -
RNTN (Socher et al., 2013) — 45.7 85.4 — — — —
DCNN (Kalchbrenner et al., 2014) — 48.5 86.8 — 93.0 — —
Paragraph-Vec (Le and Mikolov, 2014) — 48.7 87.8 — — — —
CCAE (Hermann and Blunsom, 2013) 77.8 — — — — — 87.2
Sent-Parser (Dong et al., 2014) 79.5 — — — — — 86.3
NBSVM (Wang and Manning, 2012) 79.4 — — 93.2 — 81.8 86.3
MNB (Wang and Manning, 2012) 79.0 — — 93.6 — 80.0 86.3
G-Dropout (Wang and Manning, 2013) || 79.0 — — 93.4 — 82.1 86.1
F-Dropout (Wang and Manning, 2013) || 79.1 — — 93.6 — 81.9 | 86.3
Tree-CRF (Nakagawa et al., 2010) 77.3 — — — — 81.4 86.1
CREF-PR (Yang and Cardie, 2014) — — — — — 82.7 —
SVMg (Silva et al., 2011) — — — — 95.0 — —




Wikipedia embeddings

* Wikipedia is the largest source of
unstructured knowledge.

* Embeddings can be learned from
Wikipedia data:
* Words
* Links
* Entities

Word-based skip-gram model

Aristotle was a philosopher

AAA AAAAaAaA Add
§¥~ ,_// \ )( \ w//’
S S c e at e~

The neighboring words of each word are
used as contexts

N
Ew - - Z Z 10g P(w2+3“w%)

i=1 —c<j<c,j#0
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Entity descriptions

* In Wikipedia a particular page can be
seen as an entity (a named entity or a
concept).

* The entity has description on its own
page.

* Hence, we can learn which words are
most associated to an entity.

Anchor context model

Aristotle was a philosopher

The neighboring words of a hyperlink
pointing to an entity are used as contexts

Z Z log P(wc|e;)

( EA weeQ

38



Wikipedia link graph

* Finally, entities are linked among
themselves creating a linked graph.

* An embedding of linked entities can be
computed by predicting links between
all entities.

Link graph model

At bl l\.'\.' - -----v-r

Phl|0$0ph ““““ oot 5

Arlstotle R = chenna i

' '—';"ff;:;:}f' 2 Plato it Wl
.mm’ Z2 Socrates IR e
The nelghbormg entities of each entity in
Wikipedia’s link graph are used as contexts

= — y: y: log P(e,le;)

egeE eoecei

39



Wikipedia2vec

e Learning the three objectives simultaneously leads to the
Wikipedia2vec embeddings.

Word-based skip-gram model Anchor context model Link graph model
i 2 : .._t..\...w ~ Ph||osoph 3] --“'-"-:'-1' "r
Aristotle was a philosopher Arlstotle was a philosopher Anstoﬂe e g = Avncenna
Mo de S e \“55;,_,/_’1__'_’ ______ g e TSl
— }_‘_’f_..-.- Socrates ‘{55::;; 31 e
The neighboring words of each word are The neighboring words of a hyperlink The neighboring entities of each entlty in
used as contexts pointing to an entity are used as contexts Wikipedia’s link graph are used as contexts

40



Wikipedia2Vec Demonstration

MODEL

English 10K
T-SNE

Dimension 2D P 3D

Perplexity @ —@ 25

Learning
rate

Re-run Resume

Iteration: 1000

g How to use t-SNE effectively.

||||||

Points: 10000 | Dimen

ENT/Personal

sion: 100 | Selected 301 points

computer

eNT!Maci ntosh

ENT/Operating system

ENT/Microsoft Windows

ENT/Mac03 item ENT/Operating system
type entity

WORD/windows count 5610
eNTILinux
WORD/pc ENT/Microsoft
ﬁNT!ImeI
eDRDfmlcmsnﬂ ’ENT.FIBM

&ITIUHH

(ENT/Operating system

. ﬁﬂTa’Gmphical user interface
ENT/Open-source software

eNTf Source code

ENT/C (programming language)

eNTMpplication programming interface

ENT/JavaScript

ENT/USB

ENT/Hard disk drive
ENT/Random-access memory
ENT/Central processing unit

ENT/S:

Isolate 301 Clear
points selection
operating system X jtem
neighbors @ —@ 30C
distance EUCLIDEAN

Nearest points in the original space:

ENT/Unix
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Joint word-image embeddings

* Word embeddings
e Skip-grams

* Image embeddings
* inner representations of VGG-16 or ResNet.

* A joint word-image model would allow to

Traditional

Visual Model

label

( softmax layer )

Ve

core
visual
model

~\

image

Skip-gram
Language Model

nearby word

(softmax layer )
|

embedding
vector
lookup table

source word

cross between the visual domain and the language domain easily.



DeViSE: Visual-Semantic Embeddings

* Each image and its associated words encoded into a
vector representation with a CNN model and W2V

respectively.

* A transformation layer is added to
the top of the CNN architecture

similarity metric

/

transformation

'

~

core
visual
model

\

image

embedding
vector
lookup table

label




DeViSE: Visual-Semantic Embeddings

* The transformation layer is learned so that an image

vector will be projected into the neighborhood of its
word vectors.

similarity metric

image embeddings and its associated word — 1

embeddings. core embedding
visual vector
model lookup table

1 I

image label



How to learn the multimodal embedding?

e The similarity(visual, word)
is the 1-distance between the
image embedding vector and the
word embedding vector.

* The triplet loss is used to:

Learning

Marg ;n\

Learned

* move the image embedding vector closer to its associated word vectors;
* move the image embedding vector away from other word vectors.

loss(image, label) = Z max{O,m — s(tjgper, image) + S(tj, image)}

j#label



Key-insights

 We learned how to project images onto the word embedding space!

* Any image, of any known or unknown class, can now be projected onto this
space!l

* This enables many other statistical reasoning tasks in the visual-linguistic
embedding:
e Zero-shot for search with unseen words
Visual-analogies
Image captioning
Visual QA
Visual-linguistic-entity embeddings



/ero-shot image predictions

E]l

Our model

eyepiece, ocular
Polaroid
compound lens

telephoto lens, zoom lens

rangefinder, range finder
oboe, hautboy, hautbois
bassoon

English horn,
hook and eye

cor anglais

hand

barbet

patas, hussar monkey,
babbler, cackler
titmouse, tit
bowerbird, catbird

Softmax over ImageNet 1K

typewriter keyboard
tape player

reflex camera

CD player

space bar

reel

punching bag,
whistle
bassoon
letter opener,

punch bag,

paper knife,

patas, hussar monkey,
proboscis monkey, Nasalis
macagque

titi, titi monkey

guenon, guenon monkey

47



Our model

fruit

pineapple

pineapple plant, Ananas
sweet orange

sweet orange tree,

comestible, edible,
dressing, salad dressing
Sicilian pizza
vegetable, veggie, veg
fruit

dune buggy, beach buggy
searcher beetle,

seeker, searcher, quester
Tragelaphus eurycerus,
bongo, bongo drum

/ero-shot image predictions

Softmax over ImageNet 1K

pineapple, ananas
coral fungus

. artichoke, globe artichoke

sea anemone, anemone
cardoon

pot, flowerpot
cauliflower
guacamole
cucumber, cuke
broccoli

warplane, military plane
missile
projectile, missile

. Ssports car, sport car

submarine, pigboat, sub,

48



Relations as vector operators
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Summary

* Lots of applications wherever knowing word context or similarity helps
prediction:
* Synonym handling in search, Document aboutness, Ad serving, ...

* Great tool for many Language and Vision search tasks:
* Language models: from spelling correction to email response
* Analogy, sentiment analysis, zero-shot predictions

* Readings (word embeddings):

e Dan Jurafsky and James H. Martin, Speech and Language Processing (3rd ed. draft), Chapter 6
https://web.stanford.edu/~jurafsky/slp3/6.pdf



https://web.stanford.edu/~jurafsky/slp3/6.pdf
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Next week

Top 4 images

sugar

Top 2 ingredients

vanilla_extract

nutmeg

all -_purpose flour

garllc cloves

Top 2 instructions

Put flour and salt in a mixing bowl (or use a food p...
Add half the butter and le well unt|I mnxture rese..

Start with bowl and beaters cold!

Do not overbeat!

Quickly form each piece into a ball, then press down...

chunks Wrap and refrigerate for at least an hour.

Coat pan with cooking oil and pan fry Mahi Mahi fill... In @ medium saucepan combine the sugar and water and...
garhc cashews To prepare sauce, saute garlic and shallots in pan. (The length of time will vary depending on the stove...
fillets dates Stir in chicken stock and simmer until sauce thickens. Remove from the heat and carefully add the butter.
leaf milk Remove from heat and add basil. the mixture will splatter and bubble up.
vinegar sugar Remove from the heat and stir in the nuts.
onion onion Fry bacon in a Dutch oven until almost done. 1. heat the olwe oil m a Iarge sklllet
mung_beans Add onions and garlic and saute until the onions are... . add mus} onions and cook unti

mushroom Cover the bacon, onions and garlic with 4 cups water... 3. add black pepper and soy sauce and mix well
chili_pepper olive_oil
vegetable_oil soy_sauce Return to a boil and simmer for 1 hour. 5. enjoy, a healthy side with dinner with an Asian t...

coconut_milk

garlic_powder
brown_sugar
onion_powder
roast
black_pepper

Salvador, A., Hynes, N., Aytar, Y., Marin, J., Ofli, F., Weber,

black_pepper

pudding
almond_extract
water

oil
powdered_sugar

green_pepper
swiss_cheese

italian_dressing
tomato_paste
beef_broth

Preheat oven to 350F.

Beat butter and sugar in large bowl! with electric mi...
Add eggs, one at a time, beating well after each add...
Add cheese and sour cream; mix well.

Cool completely.

Heat grill to medium heat.

Grill 6 to 8 min.
Remove from grill.
Let stand 5 min.
before serving.

recipes and food images. In Proceedings of the IEEE conference on computer vision and pattern recognition

Marin, J., Biswas, A., Ofli, F., Hynes, N., Salvador, A., Aytar, Y., Weber, |. and Torralba, A., 2019. Recipelm+: A dataset for learning cross-

Heat oven to 350F.
Beat all ingredients except sugar with mixer until b...

Bake 50 to 55 min.
or until toothpick inserted near center comes out cl...
Cool cake completely.

Sprinkle generously with salt and pepper on both sides.
Add the onion and apples.

Saute until the onion slices are lightly caramelized...
Cook until the pork is tender, about 15 more minutes...

If the apple mixture needs a little thickenini, tran...

I. and Torralba, A., 2017. Learning cross-modal embeddings for cooking

modal embeddings for cooking recipes and food images. IEEE transactions on pattern analysis and machine intelligence
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