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About me

e |'m a Research Assistant at the Web and Media Search Lab @ NOVA LINCS,
and at the Language and Technology Institute @ Carnegie Mellon University.
I’'m also pursuing my Dual PhD Degree. Check the CMU Portugal Program if you need funding

e |'ve been doing research since 2017, and my PhD topic is centered on
Improving conversational search sessions with knowledge-aware
representations.

e My research interests include: Conversational Search;
Knowledge-Representations; Machine Learning; and Socia-Media Analysis.



Lecture Outline

e Knowledge Graphs;

e \What is Information Extraction?;
e Named Entity Recognition;

e Entity Linking;

e Knowledge Driven Information Retrieval,



The story so far

* Relevance based models
» Based on the query-related documents (initial search results)

« Statistical correlations
« Term correlations across documents
 (we will revisit this in the recommendation lecture)
» Term correlations across term’s neighborhood (word embeddings)

* Knowledge-bases expansion

* Linguistic thesaurus: e.g. MedLine: physician, syn: doc, doctor, MD,
medico

» Can be query rather than just synonyms



What are Knowledge Bases?

e Knowledge bases are graphs that have a manuall
curated source.
o The most famous example probably is Wikipedia!
e Graph nodes are entities, and edges are
relationships among entities;
e These relationships are usually stored under the fim

of triples

o Example: Painted(Van Gogh, The Starry Night) Ew"mw"""e""’
My friends who like Pizza Hut | Food/8everages

u My friends who ike Domino's Pizza | Food/8everages

u My friends who kke Domino's Pizza India | Food/Beverages

Q My friends who like pizza

u My friends who kke Pizza Hut Celebrations | food/Beverages

https://en.wikipedia.org/wiki/Facebook Graph Search u My friends who ke CICI's Ptzza 1068 West el Coopel Tor 75019

https://www.designnominees.com/apps/learn-discovery-mindmap-of-wikipedia



https://en.wikipedia.org/wiki/Facebook_Graph_Search
https://www.designnominees.com/apps/learn-discovery-mindmap-of-wikipedia

WordNet: A lexical database
“WordNet® is a large lexical database of

English. Nouns, verbs, adjectives and siypecnymy
adverbs are grouped into sets of cognitive
synonyms (synsets), each expressing a

distinct concept. feowyt Sew R
Synsets are interlinked by means of
conceptual-semantic and lexical _

relations. ” https://wordnet.princeton.edu/

“WordNet interlinks specific senses of words. As a result, words that are found
in close proximity to one another in the network are semantically
disambiguated. Second, WordNet labels the semantic relations among words,
whereas the groupings of words in a thesaurus does not follow any explicit
pattern other than meaning similarity.”


https://wordnet.princeton.edu/

ImageNet: A visual taxonomy

e Selected words of WordNet are
illustrated in ImageNet.

htt image-net.org/explore.ph
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e Great impact in advancing the state
of the art.

©2010 Stanford Vision Lab, Stanford University. Princeton University org  Copyright


http://image-net.org/explore.php

From data to information

e A taxonomy is concerned with classifying and organizing
hierarchically concepts of a specific domain.

e |t is important to identify the list of items that need to be A

detected.
O These items are domain specific, and can be a topic, a scene type, a
visual object or a named entity. -

O They are normally associated to a class in a

supervised learning task.



What is Information Extraction (IE)?

e We want to work with Things, not Strings!

e |E systems extract factual, and clear data;
o  What? Where? Who? When?
e \We can roughly think of IE systems as entity recognition and relation
extraction machines

o For Example:

Tesla, Inc. (formerly Tesla Motors, Inc.) is an American electric vehicle and clean energy company based in
Palo Alto, California.®!

Location(“Tesla, Inc.”, “Palo Alto, California”)

Slide adapted from: Christopher Manning, Information Extraction, Stanford University, USA


https://en.wikipedia.org/wiki/Electric_vehicle
https://en.wikipedia.org/wiki/Clean_energy
https://en.wikipedia.org/wiki/Palo_Alto,_California
https://en.wikipedia.org/wiki/Palo_Alto,_California
https://en.wikipedia.org/wiki/Tesla,_Inc.#cite_note-9

Classification, detection, linking

Detection:

| Linking:
Statue of Liberty
https://en.wikipedj .org/wiki/Statue_of_Liberty

Classification: Linking:

Sea side New York City

Statue https://en.wikipedia.org/wiki/New_York_City
City

Sky



You use |E every day!

e Rule-based and Machine Learning |IE systems
help us daily with convenient tasks;

e These tasks can go from low-level information
extraction, such as with regular expressions;

Flight to New York

Virgin America
Flight VX404

Tuesday, November 4

Departs Los Angeles (LAX)
a0
=  November ~

Slow Flow Yoga at Daisy'Yoga

en.wikipedia.org > wiki > Tesla,_Inc v 9-10AM

Tesla, Inc. - Wikipedia Google i —
Inc. (formerly Motors, Inc.) is an American electric vehicle and clean energybased in Yinyoga

Palo Alto, California. éﬂfé’aiavs‘g‘i,’?“& E 1stSt,.
Products: Electric vehicles; Tesla batteries; Sol... Total assets: US$34.309 billion (2019)

Number of employees: 48,016 (2019) Total equity: US$6.618 billion (2019) LK class (compytéf science)

12:30 - 1:00 PM

History of Tesla, Inc. - Tesla Model Y - Tesla Powerwall - Tesla Megapack
1-2PM

Phone call with Michele |



Named Entity Recognition (NER)

Is one of the sub-tasks in Information Extraction:

|ldentify and classify names in text, for example:
o  The decision by the independent MP Andrew Wilkie to withdraw
his support for the minority Labor government sounded dramatic
but it should not further threaten its stability. When, aWer the 2010
election, Wilkie, Rob Oakeshott, Tony Windsor and the Greens
agreed to support Labor, they gave just two guarantees:
confidence and supply.

Person

Date
Location
Organization

We've seen this kind of task in Machine Learning, it's a
multi-label classification task. What are the features and
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Slide from: Christopher Manning, Information Extraction, Stanford University, USA
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Machine Learning approach to NER

Testi ng Sequence Level Sequence Model _[jnference
Sediefice ————————————— % %g
Data

1. Receive a set of testing documents Y 4 X
2. Run sequence model inference to label each token
3. Appropriately output the recognized entities

Training

1. Collect a set of representative training documents

2. Labe each token for its entity class or other (O)

3. Design feature extractors appropriate to the text and classes
4. Train a sequence classifier to predict the labels from the data

Slide from: Christopher Manning, Information Extraction, Stanford University, USA



Language is Sequential, and so is |IE

Sequence Level Sequence Model Inference

Sequence
Test Data —

v 4 X

Slide from: Christopher Manning, Information Extraction, Stanford University, USA



Language is Sequential, and so is |IE

Sequence Level Sequence Model

Sequence
Test Data —

Inference

l Local Level

=i

&

Slide from: Christopher Manning, Information Extraction, Stanford University, USA
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NER - Classes (Labels)

IO encoding IOB encoding

Fred PER B-PER

h d O O Sequence Level Sequence Model
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Slide from: Christopher Manning, Information Extraction, Stanford University, USA



Sequence Level Sequence Model

Test =———2
NER - Features v

Local Level

e \Words Train ) | Eiraction W: =»

o  Current words
o Previous/next word (context)
e Other kinds of inferred linguistic classification
o Part-of-speech (POS) tags
e Label context
o Previous (and perhaps next) label
e \Word Substrings
o Croatian surnames (many end with “i¢”)
e Word shapes
o Length, capitalization, numerals, greek letters, word

punctuation
o Examples: SARS-CoV-2 = XXXX-XxX-d / COVID-19 = XXXXX-dd

Slide adapted from: Christopher Manning, Information Extraction, Stanford University, USA



Important Sequence Modeling Problems in NLP

Many problems in NLP have data which is a sequence of
characters, words, phrases, lines, or sentences ...
We can think of our task as one of labeling each item

-m-mmmm:l 561 |1 1ol 8] 8]

Chasing opportunity in of upheaval W‘U‘ *E y—"- ﬂ: ﬁ ﬂ;b CIIZEI H@ Elj {ﬂ.
POS tagging Word segmentation
Q
PERS [0 |00 |ORG | ORG L Text
Murdoch  discusses future of News  Corp. . segmen-
; o A tation
Named entity recognition Q
A

Slide from: Christopher Manning, Information Extraction, Stanford University, USA



Language is Sequential, and so is |IE

Sequence Level

Sequence
Data

Sequence Model

Inference

l Local Level

Label |
Feature I

Bocal ?E # Extraction ‘ »
asa Features [}

R

Classifier Type

Optimization

Smoothing

Slide from: Christopher Manning, Information Extraction, Stanford University, USA




Entity Linking - What is an Entity?

e Depends on who you ask!
o For simplicity let’s follow Balog’s[3] definition and consider Named Entities (Persons,
Locations, Dates) Real-World objects and Concepts (Emotion, Gaussian Kernel, Peace) as
abstract objects.

e Entity Linking is a special useful tool to inject knowledge into other
representations. These representations can be raw count based, or vectorial
(embeddings)

e \What are the elements involved in a ML Entity Linker?

o NER system to detect mentions;

o Knowledge Base to relate candidate pairs of entitities (triples);
o Feature Extractor (substrings, words, patterns);

o Labeled Disambiguation Data (For supervised approaches);



Disambiguation - How many Ronaldo’s do you know?

EnYe

WiKIPEDIA
The Free Encyclopedia

Main page
Contents
Current events
Random article
About Wikipedia
Contact us
Donate

Contribute

Help

Learn to edit
Community portal
Recent changes
Upload file

Tools

What links here
Related changes
Special pages
Permanent link

Pane infarmatinn

Article Talk

& Not logged in Talk Contributions Create account Log in

Read View source View history | Search Wikipedia Q

Ronaldo a

From Wikipedia, the free encyclopedia
(Redirected from Ronaldo (disambiguation))

For the documentary about the Portuguese footballer, see Ronaldo (film).

Ronaldo is a Portuguese[” name equivalent to the Scottish Ronald. From the football super stars, it became a very common name in all Portuguese
speaking countries, being also prevalent in Italy and Spanish speaking countries.

Contents [hide]
1 People
2 Fictional characters
3 See also

4 References

People
Notable people known as Ronaldo include:

¢ Ronaldo (Brazilian footballer) (born 1976), Ronaldo Luis Nazario de Lima, was known as "Ronaldinho" in his early career to distinguish with
Ronaldo Rodrigues de Jesus

o Cristiano Ronaldo (born 1985), Portuguese international footballer

¢ Ronaldinho, full name Ronaldo de Assis Moreira (born 1980), Brazilian international footballer, also known as "Ronaldinho Galicho"



Entity Disambiguation Example

NE Canonical identifier NE Canonical identifier

Named entity:

Named entity:

Cristiano Ronaldg. J Ronaldinho

WikiPEDIA

NE Canonical identifier

Named entity:
Ronaldo got Juventus

injufed...
Cristiano Ronaldo stored another goal WikireniA

thig..
CR7 is ohe of the best players.
Named entity CR7 joined Juventus.
disambiguation

Named entity Named entities
mentions relation



Knowledge Driven Information Retrieval

Spoiler alert, all of you interact with entity
retrieval daily.

Entity cards are displayed by identifying and
generating tabular and concise information
about the entities contained in the query.

The hypothesis behind this is that entities are
important words that should be identified and
treated a bit differently when possible. Users
seem to enjoy it!

Go gle tesla company
oV —
Tesla, Inc. <
Electric car company
il g —
@ tesla.com

Tesla, Inc. is an American electric vehicle and clean energy
company based in Palo Alto, California. Tesla's current
products include electric cars, battery energy storage from
home to grid scale, solar products and related products and
services. Wikipedia




Use case - Medical Search

e Domain specific terminologies are curated by domain experts and are
designed with specific tasks and workflows in mind.

e In the medical domain, the SNOMED-CT is intended to describe medical
conditions, procedures, admin, etc. http://browser.ihtsdotools.org/



http://browser.ihtsdotools.org/

Use case - Medical Search

e Domain specific terminologies are curated by domain experts and are
designed with specific tasks and workflows in mind.

e In the medical domain, the SNOMED-CT is intended to describe medical
conditions, procedures, admin, etc. http://browser.ihtsdotools.org/



http://browser.ihtsdotools.org/

Visualizing the Medical Taxonom

® 006 - http://xmImodeling.com/ihtsdo/client - Eclipse SDK ol

i | 8 0T T e e Zoom 74 ﬁ Breadth 20 W Merge Inherited ( Quick Access ) J B | & m [

[ Project Explorer T: Taxonomy &% = B  XmmHTSDO R =0
© ¥ History: | Bleeding from nose (finding) @

v @ SNOMED CT Concept
» @ Body structure (body structure)
v @ Clinical finding (finding)
» @ Administrative statuses (finding)
» @ Adverse incident outcome categories (finding
v @ Bleeding (finding)
» @ Abnormal uterine bleeding (disorder)
@ Accidental hemorrhage during medical ca
© Ascorbic acid deficiency with hemorrhage
@ Bleeding from hymen (finding)
@ Bleeding from nasopharynx (finding)
® Bleeding point in nose (finding)
@ Bleeding from urethra (finding)
» © Bleeding from vagina (finding)
v @ Bleeding gums (finding)
@ Bleeding on probing of gingivae (findin
® Gums bleed to touch (finding)
@ 0n examination - bleeding gums (findi
@ Bleeding of ear canal (finding)
@ Bleeding of oral mucosa (finding)
@ Bleeding of pharynx (finding)
@ Bleeding of unknown origin (finding)
@ Bleeding pinna (finding)
@ Bleeding skin (finding)
@ Bleeding tooth socket (finding)
» © Blood discharge from ear (finding)
» @ Dysfunctional uterine bleeding (finding)
» @ Epistaxis (disorder)
» © Exsanguination (finding)
» @ Hemorrhage into extradural space of neut
» @ Hemorrhage into meningeal space of neur
© Hemorrhage into subarachnoid space of n
» @ Hemorrhage into space of s

SNOMED CT Concept

[sctid=138875005 |

Clinical finding

AN

Nose finding

sctid = 118237005
>

@ Hemorrhage into subdural space of neura

© Hemorrhage into subdural space of spine
» @ Hemorrhage of intracranial meningeal spz
» @ Intracranial hemorrhage (disorder)

Intranerative hemarrhage (disorder)

[ properties 2 ] Console 4 Search v=0
@ Bleeding from nose (finding)
| Outgoing i

& Type Destination Group Stated Module

Ralationships isa ©® Bleeding (finding) 0 Stated relationship SNOMED CT core

Refsets | Isa @ Nose finding (finding) o Stated relationship SNOMED CT core

Identifiers Associated [c] gic abnormality) 1 Stated relationship SNOMED CT core

Finding site @ Nasal structure (body structure) 1 Stated relationship SNOMED CT core




Solving real world problems

e \We are only getting to the good stuff!

e By detecting patterns and relating information we are
able to make powerful inferences;

e This app is an example of product that uses IE and
very possibly taxonomies to create a network of
concepts that are discussed during a doctor’s
appointment.

https://www.abridge.com/

9:41 all T wm

X Sep. 4,2020 :

A conversation about
T Tyler with Alisha
Sullivan, MD, regarding:

Albuterol  asthma  wheezing

Showing: All

® 0:01:23 V7R

... Since gym class makes the wheezing
worse, Tyler like has exercise-induced

asthma, ' and not | hay fever ...

0:01:38 V4

... I'd like to order a | lung function test
and a ' chest x-ray for him, just to make

sure nothing else is going on ...

Get more insight... ~

0:04:12 0:06:24


https://www.abridge.com/

Summary

e In this class we discussed a complementary approach to NLP and IR using

IE.
e You now have under your belt another tool that can be used in your work.

e This completes the third possible representation when working with NLP, the

three representations that we have learned so far are:
o Count Based Language Models (Using the Vector Space Model);
m Coarse

m Cheap
o Co-ocurrence based language models (word embeddings);

m  Complete
m  Noisy
o Manually curated knowledge bases (at the very least a controlled vocabulary);
m Sparse
m Reliable
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