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Conversational Agents / Dialog Agents

• Phone-based Personal Assistants 

• SIRI, Alexa, Cortana, Google Assistant

• Talking to your car

• Communicating with robots

• Clinical uses for mental health

• Chatting for fun
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Two classes of systems

• Open-ended (Chatbots)

• ELISA

• Conversational Search

• Goal-based (Dialog agents)

• SIRI, interfaces to cars, robots,

• booking flights or restaurants

The word "chatbots" is sometimes used in the popular press for both. 
We'll use it only for #1. 3



Part I:  Chatbots!

• ELIZA (1966)

• PARRY (1968)

The first system to pass the Turing test!!!!

• ALICE

• CLEVER

• Microsoft Little Bing  小冰
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Chatbot Architectures

• Rule-based

• Pattern-action rules (Eliza)

• + a mental model (Parry)

• Corpus-based (from large chat corpus)

• Information Retrieval

• Neural network encoder-decoder
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Chatbots

• Sometimes for fun

• But originally designed as a testbed for clinical therapy

(And still used that way!)
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Eliza: Weizenbaum (1966)

Men are all alike.

IN WHAT WAY

They're always bugging us about something or other. 

CAN YOU THINK OF A SPECIFIC EXAMPLE 

Well, my boyfriend made me come here.

YOUR BOYFRIEND MADE YOU COME HERE 

He says I'm depressed much of the time.

I AM SORRY TO HEAR YOU ARE DEPRESSED 

...

WHO ELSE IN YOUR FAMILY TAKES CARE 0F YOU?

My father

YOUR FATHER
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Eliza: Weizenbaum (1966)

You are like my father in some ways.

WHAT RESEMBLANCE DO YOU SEE

You are not very aggressive but I think you don’t want me to notice that.

WHAT MAKES YOU THINK I AM NOT AGGRESSIVE

You don’t argue with me.

WHY DO YOU THINK I DON’T ARGUE WITH YOU

You are afraid of me.

DOES IT PLEASE YOU TO BELIEVE I’M AFRAID OF YOU

My father is afraid of everybody.

WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR FATHER

Bullies.

DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR 
BOYFRIEND MADE YOU COME HERE
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How does it work?
Eliza uses this one weird trick
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That trick: be a Rogerian psychologist

• Draw the patient out by reflecting patient’s statements back 

at them

• Rare type of conversation in which one can “assume the 

pose of knowing almost nothing of the real world”
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Rogerian psychologist

• Patient: "I went for a long boat ride”

• Psychiatrist: "Tell me about boats”

• You don’t assume she didn’t know what a boat is

• You assume she had some conversational goal

• Chatbots trying to pass the Turing test usually choose some 

such domain
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IR-based chatbots

• Idea: Mine conversations of human chats or human-

machine chats

• Microblogs:   Twitter or Weibo (微博)

• Movie dialogs

• Cleverbot (Carpenter 2017 http://www.cleverbot.com)

• Microsoft XiaoIce

• Microsoft Tay
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A Cleverbot conversation

User: Do you like Doctor Who? 

Cleverbot: Yes, so funny

User: What's your favorite show? 

Cleverbot: I don't have one

User: What's your name?

Cleverbot: Jason I already told you.

User: No your real name.

Cleverbot: Stephanie IS my real name.

User: I thought it was Jason?

Cleverbot: How did you come to that conclusion. 

User: Because you said so.

Cleverbot: I have to do my homework.
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Two IR-based chatbot architectures

1. Return the response to the most similar turn 

• Take user's turn (q) and find a (tf-idf) similar turn t in the corpus C

q = "do you like Doctor Who"

t' = "do you like Doctor Strangelove"

• Grab whatever the response was to t.

2. Return the most similar turn 

Do you like Doctor Strangelove

Yes, so funny
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IR-based models of chatbots

• Also fine to use other features like user features, or prior 

turns

• Or non-dialogue text

• COBOT chatbot (Isbell et al., 2000) 

• sentences from the Unabomber Manifesto by Theodore Kaczynski, 

articles on alien abduction, the scripts of “The Big Lebowski” and 

“Planet of the Apes”. 

• Wikipedia text
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Neural chatbots

• Think of response generation as a task of transducing from 

the user’s prior turn to the system’s turn. 

• Train on:

• Movie dialogue databases

• Twitter conversations

• Train a deep neural network 

• map from user1 turn to user2 response

16



Seq2seq architecture

Figure 1: The computational graph of the HRED architecture for a dialogue composed of three turns. Each utterance is
encoded into a dense vector and then mapped into the dialogue context, which is used to decode (generate) the tokens in the
next utterance. Theencoder RNN encodes thetokensappearing within theutterance, and thecontext RNN encodes thetemporal
structure of the utterances appearing so far in the dialogue, allowing information and gradients to flow over longer time spans.
Thedecoder predicts one token at a timeusing aRNN. Adapted from Sordoni et al. (2015a).

the advantage that the embedding matrix E may separately
be bootstrapped (e.g. learned) from larger corpora. Analo-

gously, thematrix O 2 Rdh ⇥|V | represents the output word
embeddings, where each possible next token is projected
into another dense vector and compared to the hidden state
hn . The probability of seeing token v at position n + 1 in-
creases if its corresponding embedding vector Ov is “near”
thecontext vector hn . Theparameter H iscalled a recurrent
parameter, because it links hn− 1 to hn . All parameters are
learned by maximizing the log-likelihood of the parameters
on a training set using stochastic gradient descent.

Hierarchical Recurrent Encoder-Decoder

Our work extends the hierarchical recurrent encoder-
decoder architecture (HRED) proposed by Sordoni et
al. (2015a) for web query suggestion. In the original frame-
work, HRED predicts the next web query given the queries
already submitted by theuser. Thehistory of past submitted
queries isconsidered asasequenceat two levels: asequence
of words for each web query and a sequence of queries.
HRED models this hierarchy of sequences with two RNNs:
one at the word level and one at the query level. Wemake
a similar assumption, namely, that a dialogue can be seen
as a sequence of utterances which, in turn, are sequences of
tokens. A representation of HRED isgiven in Figure 1.
In dialogue, the encoder RNN maps each utterance to an

utterance vector. The utterance vector is the hidden state
obtained after the last token of the utterance has been pro-
cessed. Thehigher-level context RNN keepstrack of past ut-
terances by processing iteratively each utterance vector. Af-
ter processing utteranceUm , the hidden state of the context
RNN representsasummary of thedialogueup to and includ-

ing turnm, which isused topredict thenext utteranceUm + 1.
Thishidden statecanbeinterpreted asthecontinuous-valued
stateof thedialoguesystem. Thenext utteranceprediction is
performed by meansof adecoder RNN, which takesthehid-
den stateof thecontext RNN and producesaprobabil ity dis-
tribution over the tokens in the next utterance. The decoder
RNN is similar to theRNN languagemodel (Mikolov et al.
2010), but with the important difference that the prediction
isconditioned on thehidden stateof thecontext RNN. It can
be interpreted as the response generation module of the di-
alogue system. The encoder, context and decoder RNNs all
makeuseof theGRU hidden unit (Cho et al. 2014). Every-
whereelseweuse thehyperbolic tangent asactivation func-
tion. It is also possible to use the maxout activation func-
tion between the hidden state and the projected word em-
beddingsof thedecoder RNN (Goodfellow et al. 2013). The
same encoder RNN and decoder RNN parameters are used
for every utterance in adialogue. This helps themodel gen-
eralize across utterances. Further details of the architecture
aredescribed by Sordoni et al. (2015a).

For modeling dialogues, weexpect theHREDmodel to be
superior to the standard RNN model for two reasons. First,
because the context RNN allows the model to represent a
form of common ground between speakers, e.g. to represent
topicsand conceptsshared between thespeakersusing adis-
tributed vector representation, which we hypothesize to be
important for building an effective dialogue system (Clark
and Brennan 1991). Second, because the number of com-
putational steps between utterances is reduced. Thismakes
the objective function more stable w.r.t. the model parame-
ters, and helps propagate the training signal for first-order
optimization methods (Sordoni et al. 2015a).

Serban, Iulian V., Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and 
Joelle Pineau.  2015.  "Building End-To-End Dialogue Systems Using 
Generative Hierarchical Neural Network Models.
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Sample neural chatbot output

Ohh I’ve never seen that! 
How long does it take you guys to learn the drill??
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Chatbots: pro and con

• Pro:

• Fun

• Applications to counseling

• Good for narrow, scriptable applications

• Cons:

• Rule-based chatbots are expensive and brittle

• IR-based chatbots can only mirror training data

• The case of Microsoft Tay (or, Garbage-in, Garbage-out)

• Neural methods can only model dialog data

• May go off-topic and generate non-language responses
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II. Frame-based dialog agents

• Sometimes called "task-based dialog agents"

• Based on a "domain ontology"

• A knowledge structure representing user intentions

• One or more frames

• Each a collection of slots

• Each slot having a value
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SIRI around 2014
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SIRI in February 2017
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The Frame

• A set of slots, to be filled with information of a given 
type

• Each associated with a question to the user

Slot Type Question

ORIGIN city What city are you leaving from?

DEST city Where are you going?

DEP DATE date What day would you like to leave?

DEP TIME time What time would you like to leave?

AIRLINE line What is your preferred airline?
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Frame-based dialogue agents

• 1977:

• Still the industrial state of the art

• SIRI based on GUS architecture

Artificial Intelligence Journal, 1977
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The state of the 
art in 1977 !!!!
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Slot types can be complex

• The type DATE
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Control structure for frame-based dialog

• Consider a trivial airline travel system:

• Ask the user for a departure city

• Ask for a destination city

• Ask for a time

• Ask whether the trip is round-trip or not 
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Finite State Dialog Manager

32



Finite-state dialog managers

• System completely controls the conversation with the user.

• It asks the user a series of questions

• Ignoring (or misinterpreting) anything the user says that is 

not a direct answer to the system’s questions
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Dialogue Initiative

• Initiative: who has control of conversation

• Systems that control conversation like this are called single 

initiative.

• In normal human-human dialogue, initiative shifts back and 

forth between participants.
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System Initiative

• System completely controls the conversation

• Simple to build

• User always knows what they can say next

• System always knows what user can say next

• Known words: Better performance from ASR

• Known topic:  Better performance from NLU

• OK for VERY simple tasks (entering a credit card, or login name and 

password)

• Too limited

+

-
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Problems with System Initiative

• Real dialogue involves give and take!

• In travel planning, users might want to say something 
that is not the direct answer to the question.

• For example answering more than one question in a 
sentence:

Hi, I’d like to fly from Seattle Tuesday morning

I want a flight from Milwaukee to Orlando one way 
leaving after 5 p.m. on Wednesday.
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Single initiative + universals

• We can give users a little more flexibility by adding 
universals: commands you can say anywhere

• As if we augmented every state of FSA with these
Help

Start over

Correct

• This describes many implemented systems

• But still doesn’t allow user much flexibility
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Instead, the GUS architecture

• A kind of mixed initiative

• The conversational initiative shifts between system and user

• The structure of the frame guides dialogue
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Frames are mixed-initiative

• System asks questions of user, filling any slots that user 

specifies

• When frame is filled, do database query

• If user answers 3 questions at once, system can fill 3 slots 

and not ask these questions again!
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Natural Language Understanding for 
filling dialog slots

• Domain classification

• Asking weather? Booking a flight? Programming alarm clock?

• Intent Determination

• Find a Movie, Show Flight, Remove Calendar Appt

• Slot Filling

• Extract the actual slots and fillers
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Natural Language Understanding for 
filling slots

Show me morning flights from Boston to SF 

on Tuesday.
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Machine learning for slot-filling

• Machine learning classifiers to map words to semantic 

frame-fillers

• Given a set of labeled sentences

• “I want to fly to San Francisco on Tuesday”

• Destination: SF

• Depart-date: Tuesday

• Build a classifier to map from one to the author

• Requirements: Lots of labeled data
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Domain and Intent

I want to fly to San Francisco on Monday 

afternoon please 

Use 1-of-N classifier (naive bayes, logistic regression, neural 

network, etc.) 

• Input: features like word N-grams 

• Output: 

Domain: AIRLINE 

Intent: SHOWFLIGHT 
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Slot presence

I want to fly to San Francisco on Monday 

afternoon please 

Use 1-of-N classifier (naive bayes, logistic regression, neural 

network, etc.) 

• Input: features like word N-grams, gazetteers (lists of 

cities)

• Output: 
Destination-City
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Slot-filling

I want to fly to San Francisco on Monday 

afternoon please 

Use 1-of-N classifier (naive bayes, logistic regression, neural 

network, etc.) for Destination City

• Input: features like word N-grams, gazetteers (lists of 

cities)

• Output: 
San Francisco
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Summary

• Chatbots: 

• Simple rule-based systems

• IR or Neural networks: mine datasets of conversations.

• Frame-based systems: 

• hand-written rules for slot fillers

• ML classifiers to detect domain, intent and fill slots

• Readings: 

• Speech and Language Processing, Chapter 26, Dialog Systems:

• https://web.stanford.edu/~jurafsky/slp3/26.pdf
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The future? 

Combining chatbots with frame-based agents



Multimodal conversational systems

• For online shopping, task 

completion conversational agents 

will support users with their 

shopping decisions.

• User preferences and dialogue 

context are crucial elements.

Amrita Saha, Mitesh M. Khapra, and Karthik Sankaranarayanan. "Towards 
building large scale multimodal domain-aware conversation systems." Thirty-
Second AAAI Conference on Artificial Intelligence. 2018.

Yingying Zhang, Shengsheng Qian, Quan Fang, and Changsheng Xu. 2019. Multi-
modal Knowledge-aware Hierarchical Attention Network for Explainable Medical 
Question Answering. ACM International Conference on Multimedia (MM '19).
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Hybrid conversational systems
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Template selection

State tracker
User Utterance 
Understanding

(Language and Vision)

Dialog policy

Answer selection

Answer generation



Knowledge base

• Product types

• Dresses, shoes, shirts, etc.

• Product attributes

• Color, texture, material, size, 

style, etc.
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Automata state

• States will store information 

regarding dialogue and shopping 

history.

• Memory neural networks are an 

important research stream for 

this problem.
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Making responses more natural

52
M. Ghazvininejad, C. Brockett, M. W. Chang, B. Dolan, J. Gao, W. T. Yih, M. Galley. A knowledge-grounded 
neural conversation model. In Thirty-Second AAAI Conference on Artificial Intelligence, 2018.



Explaining answers
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Ethical Issues in Dialog System Design

• Machine learning systems replicate biases that occurred in 

the training data. 

• Microsoft's Tay chatbot

• Went live on Twitter in 2016

• Taken offline 16 hours later

• In that time it had started posting racial slurs, conspiracy 

theories, and personal attacks

• Learned from user interactions (Neff and Nagy 2016)

54



Ethical Issues in Dialog System Design

• Machine learning systems replicate biases that occurred in 

the training data. 

• Dialog datasets

• Henderson et al. (2017) examined standard datasets (Twitter, 

Reddit, movie dialogs)

• Found examples of hate speech, offensive language, and bias

• Both in the original training data, and in the output of chatbots 

trained on the data. 
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Ethical Issues in Dialog System Design: 
Privacy

• Remember this was noticed in the days of Weizenbaum

• Agents may record sensitive data

• (e.g. “Computer, turn on the lights [an-swers the phone –Hi, yes, my 

password is...”], 

• Which may then be used to train a seq2seq conversational 

model.

• Henderson et al (2017) showed they could recover such 

information by giving a seq2seq model keyphrases (e.g., 

"password is")
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Ethical Issues in Dialog System Design: 
Gender equality

• Dialog agents overwhelmingly given female names, 

perpetuating female servant stereotype(Paolino, 2017). 

• Responses from commercial dialog agents when users use 

sexually harassing language (Fessler 2017):
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