
Chapter 2

Introduction to supervised learning

Basic concepts of supervised learning. Empirical error. Maximum likelihood and error
minimization. A regression example: curve fitting by least mean squares minimization.
Curve fitting as a linear regression.

2.1 Supervised learning
We call Supervised Learning the task of learning to predict attributes from data that include those at-
tributes. More formally, we have a set of examples with featuresX and some labelY , {(x1, y1), ..., (xn, yn)},
and we assume there is some unknown function F (X) : X → Y . Our goal is to find a function
g(θ,X) : X → Y , which is a function of some set of parameters θ, that approximates the unknown
F (X) : X → Y and can tells us the Y values of any examples, even if not from our known set.

The reason for calling this supervised learning is that, by having all the Y values, we can supervise
the learning process by comparing the predicted values to the known values in the data. This allows us
to empirically estimate the error of each hypothesis.

The empirical error, or training error, is a measure of how any hypothesis obtained by instantiating
the parameters θ of our model (the g(θ,X) set of functions in our hypothesis class) performs in
predicting the Y values of the training data. Thus, we can formulate one machine learning problem in
this way:

1. The task: Predict the Y values in the {(x1, y1), ..., (xn, yn)} set.

2. The performance measure: training error, using Y .

3. The data: the {(x1, y1), ..., (xn, yn)} set.

Note that this is not a very useful problem to solve because this only aims at predicting the values
that we already know. In other words, this tries to approximate the unknown function F (X) : X → Y

only within our known data set. A better alternative would be to find the hypothesis that would minimize
the error for any examples, even those not included in the training set. That is usually the goal of a
machine learning application. But we’ll set aside that complication for now and focus on the simplified
problem first.
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12 CHAPTER 2. INTRODUCTION TO SUPERVISED LEARNING

Supervised learning problems can be split in two different categories. Classification problems
are those in which the Y values belong to discrete categories. For example, the classification of
email messages into spam and not spam or the classification of mushrooms into edible and poisonous
categories. In this case the error can be something like the percentage of misclassified examples.
Regression problems are those in which the Y values are continuous. We will focus on regression in
this chapter and the next, and cover classification later on.

2.2 Linear Regression
A linear regression is a regression in which the hypothesis class corresponds to the model y =

θ1x1+ θ2x2+ ...+ θn+1, where each xn is one dimension of the input space. Let’s suppose, to simplify,
that our input space has only one dimension and we have a set of (x, y) points and want to find the best
way to predict the y value of each point given the x value assuming some specific hypothesis class.
Let us suppose the hypothesis class is the set of all straight lines, defined by the parameters of the
model y = θ1x+ θ2 . Figure 2.1 shows an example of a data set of points and possible lines from our
hypothesis class, obtained by instantiating the model with different values of θ1 and θ2.

Figure 2.1: Example of lines for predicting the y values in these data.

How can we determine the best line? Let us assume that the dependent variable y is some (unknown)
function of the independent variable x plus some error:

y = F (x) + ε

We want to approximate F (x) with a model g(x, θ1, θ2). Assuming that the error is random and
normally distributed:

ε ∼ N(0, σ2)

then, if g(x, θ1, θ2) is a good approximation of the true function F (x), the probability of having a
particular y value given some x value can be computed from our function g(x, θ1, θ2) as:

p(y|x) ∼ N (g(x, θ1, θ2), σ
2)
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This allows us to estimate the probability of the data coming out with the distribution we observe
in our data set given any hypothesis instantiating θ, representing the vector of all θ1, ..., θn parameters
(in this case, θ1, θ2). The probability of the data given the hypothesis is the likelihood of the hypothesis.
Note that we cannot assume a probability for the hypothesis, at least in a frequentist sense, because the
hypothesis is not a random variable. What we assume to be random here is the sampling of data that
resulted in obtaining this dataset from the universe of all possible data.

Thus, given our datasetX = {xt, yt}Nt=1 and knowing that p(x, y) = p(y|y)p(x), then the likelihood
of the set of parameters θ is

l(θ|X ) =
n∏
t=1

p(xt, yt) =
n∏
t=1

p(yt|xt)×
n∏
t=1

p(xt)

Now we know how to choose the best hypothesis: we pick the one with the maximum likelihood.
In other words, we pick the hypothesis that estimates the largest probability of obtaining the data we
have. This is a generic approach that is often used in machine learning. But, to simplify the math, let us
change the expression. First, we know that the hypothesis that maximizes the likelihood also maximizes
the logarithm of the likelihood, so we can focus on the logarithm of the likelihood, L, instead of the
likelihood l:

L(θ|X ) = log
n∏
t=1

p(yt|xt) + log
n∏
t=1

p(xt)

We can also ignore the p(x) term since this corresponds to the probability of drawing those x values in
our data from the universe of possible values and this is the same for all hypotheses (all values of θ) we
are considering.

L(θ|X ) ∝ log
n∏
t=1

p(yt|xt)

Since we assume that the probability of obtaining some y value given some x is approximately
normally distributed around our prediction, we can replace that term with the corresponding distribution:

p(y|x) ∼ N (g(x, θ), σ2)

and then replace it with the expression for the normal distribution:

N (z, µ, σ) =
1

σ
√
2π
e−(z−µ)

2/2σ2

leaving:

L(θ|X ) ∝ log

n∏
t=1

1

σ
√
2π
e−[y

t−g(xt|θ)]2/2σ2

which can be simplified to:

L(θ|X ) ∝ log
n∏
t=1

e−[y
t−g(xt|θ)]2

L(θ|X ) ∝ −
n∑
t=1

[yt − g(xt|θ)]2

But this is the expression of the square of the training error:

E(θ|X ) =
n∑
t=1

[yt − g(xt|θ)]2
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So, basically, to find the hypothesis with the maximum likelihood we need (under our assumptions) to
find the hypothesis with the minimum squared error on our training set. This problem is called a Least
Mean Squares minimization.

Note that the squared error is often represented by this expression:

E(θ|X ) = 1

2

n∑
t=1

[yt − g(xt|θ)]2

The reason for this is that, when computing the derivative of this error as a function of the parameters,
the square power cancels the 2 in the denominator, simplifying the algebra. However, the values
obtained for the parameters minimizing the squared error or one half the squared error are the same.
This is merely an algebraic convenience.

2.3 Least Mean Squares minimization
In our straight line model (Figure 2.1) we need to consider two parameters, θ1 and θ2. If we compute
the squared error for all combinations of parameters in some range we will obtain something like shown
in Figure 2.2.

Figure 2.2: Surface of the squared error function for two parameters.

To find the optimal combination of parameters we need to find the lowest point of this surface.
Thus we use a gradient descent algorithm that starts from an arbitrary point as an initial guess and then
proceeds to descend the error surface in different directions until converging to the desired minimum.
This is illustraded in Figure 2.3

This will be a useful approach in many different problems we will encounter. The important idea is
this: if we assume that our model approaches the desired target values with some normal error, as a
function of the features in our dataset and the parameters of the model, then maximizing the likelihood
of our parameters is equivalent to minimizing the squared error. We shall see in the next chapter that
considering only the training error may not be a good idea, but in any case this least mean squares
minimization approach is an important tool in machine learning.
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Figure 2.3: Gradient descent on the squared error surface.

In this way, we can find the hypothesis that best fits the data. The straight line that minimizes the
squared error for our data set is shown in Figure 2.4. One thing we can notice immediately is that,
despite being the best straight line to predict the y values in our data, it is still a very poor predictor of
these values. We need to change your hypothesis class and try to find different hypotheses.

Figure 2.4: Best straight line for predicting the y values in our data.

2.4 Beyond the straight
Since fitting a straight line to these data is so evidently inadequate, we can try to consider alternatives.
Let us start by changing the data. We have a set of values for x and y, and we fit a straight line that gives
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us y given each x. But imagine that we spread our points over a plane with coordinates (x1, x2) instead
of x, and found the plane that minimized the error between to the y values in this new space. We are
still fitting a “straight” function, it’s just in more dimensions than the initial one. So let us compute this
new data set X∈ = {xt1, xt2, yt} by making x1 = x2 and x2 = x for each point in the original set. This
gives us the data set represented in Figure 2.5

Figure 2.5: Transformed data set. Note that the black dots below are just the “shadows” to indicate the
projection of the data in the (x2, x) plane.

Now our model is the equation for the plane, which we can write as y = θ1x1 + θ2x2 + θ3, and
each hypothesis in this hypothesis class will be a particular plane obtained by instantiating the three
parameters. Minimizing the square error, we obtain the plane shown in Figure 2.6.

Figure 2.6: The plane that best fits the transformed data.
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Now we can convert back into our original problem. We know that our data always falls in the line
where x1 = x22, because that was our initial transformation. If we intersect the best plane we found
with this line, we get a line that we can project into the initial (x, y) space. This line and the resulting
projection is shown in Figure 2.7.

Figure 2.7: The line for the best fit projected back into the original data set.

This is the equivalent of doing a second degree polynomial regression on the original data. We
could just have kept the original data set and just changed our model from the initial straight line, which
is a first degree polynomial (y = θ1x+ θ2) to that of a quadratic curve, y = θ1x

2 + θ2x+ θ3. In fact,
this is the easiest way to solve this problem with the tools we are using in this course. Here is the code
for loading the data and computing the best second degree polynomial.

1 import numpy as np

2 import matplotlib.pyplot as plt

3
4 mat = np.loadtxt(’polydata.csv’,delimiter=’;’)

5 x,y = (mat[:,0], mat[:,1])

6 coefs = np.polyfit(x,y,2)

The first two lines import the numpy library for the computations and the matplotlib library for
the plot, shown below. Then we load the csv file with the data, splitting the matrix into two variables x
and y. Then line 6 does the actual work of computing the coefficients of the second degree polynomial.
Now we can plot the results by first computing the polynomial over 100 points and plotting the data,
the line and saving the figure. The code continues below.

7 pxs = np.linspace(0,max(x),100)

8 poly = np.polyval(coefs,pxs)

9
10 plt.figure(1, figsize=(12, 8), frameon=False)

11 plt.plot(x,y,’.r’)

12 plt.plot(pxs,poly,’-’)

13 plt.axis([0,max(x),-1.5,1.5])

14 plt.title(’Degree: 2’)

15 plt.savefig(’testplot.png’)

16 plt.close()

However, there is an important lesson here that will reveal its usefulness when we deal with more
complex problems. We can use a simple hypothesis class, for example all linear relations of variables,
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corresponding to all hyperplanes in an N-dimensional problem, and use that hypothesis class for fitting
or classifying our data in complex ways by transforming our data into higher dimensional representations
of the same problem. In this example, we saw how the (straight) plane we used in 3 dimensions to fit
our data projects back into a curved line in the original problem with only one independent and one
dependent dimensions. This is an important way of thinking about machine learning problems.

2.5 Getting carried away
If a quadratic curve fits our data better than a straight line, a third degree polynomial is even better. Or
higher degrees. Figure 2.8 shows the result of fitting a third degree and a fifteenth degree polynomial
to our data. The polynomial of degree 15 certainly fits the data better, greatly reducing the training
error. But is this really the best option? We will discuss this problem in the next chapter and lecture.

Figure 2.8: Fitting our data with polynomials of degree 3 and 15.

2.6 Summary
In this chapter we met several important ideas that we will revisit often during this course. First, we
had to choose a hypothesis class for approximating the unknown function that determines the relations
between the variables we are studying. Second, had to choose some measure of adjustment to select
our parameters. In this case, we chose the maximum likelihood, which reduced to the least squared
error measure for fitting our lines. Third, to adjust our parameters we needed to solve an optimization
problem to find the values that optimize our adjustment measure. In this case, that minimize the squared
error. Then we saw two more important ideas. One is that we can increase the power of linear models
by increasing the number of features using non-linear transformations from the original feature values.
The other is that this can result in fitting the known data too well. In the next chapter we will see how
to address this last problem.

2.7 Further Reading

1. Bishop [4], Chapter 1

2. Alpaydin [2], Section 2.6
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3. Marsland [17], Sections 1.4 and 2.4.
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