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… 
The Tour de France is a beautiful, inimitable and completely horrifying 
spectacle of sport. It’s one of the rare athletic events where you can (…)
…
And unfortunately for French cyclist Julian Alaphilippe, he was the one 
providing the grim visuals during Friday’s time trial race.
…
According to LeDauphine.com (h/t Washington Post’s Marissa 
Payne), Alaphilippe was motoring along at 32 miles per hour when a rogue 
gust of wind pushed him off the road and up over his handle bars into the 
jagged cliffside.
…

Tour de France cyclist walks away 
from terrifying mountainside crash

https://www.bbc.com/news/science-environment-46547254


Users as social media sensors

• Information published on Twitter is 
fresh and most of the time relevant

• Users are social sensors of live 
events providing live information

• News reporters can explore this 
proximity of users to live events to 
get front-line reports

3



Social media in the newsroom

• Increasingly, social-media content 
is being used by news agencies.
• Unique, high-value view point;

• Immediacy;

• Number of perspectives;

• Amount available.

• This brings new challenges:
• Variable content quality;

• Finding relevant content;

• Aligning content with a storyline.
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Social media summarization

How to create visual storylines to illustrate news

pieces using social media content?
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Chris Froome at Tour de France 2016 [1]

Chris Froome
Wins Yellow Jersey

Forced to run to
recover from crash

Three times winner

[1] https://www.bbc.com/sport/cycling/36879128

https://www.bbc.com/sport/cycling/36879128


𝑆𝑡𝑜𝑟𝑦𝑗 = (𝑢1, 𝑢2, 𝑢3,…, 𝑢𝑁)

𝑆𝑡𝑜𝑟𝑦𝑙𝑖𝑛𝑒𝑗 = (𝑤1, 𝑤2, 𝑤3, …, 𝑤𝑁)

∀𝑖 ∈ 1,𝑁 𝑤𝑖 ∈ 𝐷

𝑆𝑒𝑡 𝑜𝑓 𝑠𝑜𝑐𝑖𝑎𝑙 𝑚𝑒𝑑𝑖𝑎 𝑖𝑚𝑎𝑔𝑒𝑠 𝐷
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Processing steps

• How to select only high-quality content?

• How to define and organize the story?

• How to create a relevant summary?

• How to create a coherent and non-redundant summary?
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Ranking by news-quality

9G. Marcelino, R. Pinto, J. Magalhaes, Ranking news-quality multimedia , ACM International Conference in Multimedia Retrieval 2018. 

(Best paper nomination). 

https://arxiv.org/abs/1810.04111


Spam detection

• Near-duplicate detection
• pHash [1]

• Captioned images filter
• Tesseract OCR [2].

• Synthetic image detection
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[1] http://phash.org/
[2] Ray Smith. An overview of the tesseract ocr engine. In Document Analysis and Recognition, 2007. ICDAR 2007. 
Ninth International Conference on , volume 2. IEEE,2007.

http://phash.org/


Spam detection

• Near-duplicate detection
• pHash [1]

• Captioned images filter
• Tesseract OCR [2]

• Synthetic image detection

11

[1] http://phash.org/
[2] Ray Smith. An overview of the tesseract ocr engine. In Document Analysis and Recognition, 2007. ICDAR 2007. 
Ninth International Conference on , volume 2. IEEE,2007.

http://phash.org/


Spam detection

• Near-duplicate detection
• pHash [1]

• Captioned images filter
• Tesseract OCR [2]

• Synthetic image detection

12

[1] http://phash.org/
[2] Ray Smith. An overview of the tesseract ocr engine. In Document Analysis and Recognition, 2007. ICDAR 2007. 
Ninth International Conference on , volume 2. IEEE,2007.

http://phash.org/


Synthetic image detection

• Features:
• 3 Color fraction features.

• Number of dominant colors.

• Edge Histogram.

• Number of corners.

• Luminance.
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• Model:
• Logistic Regression

• L1 penalty and λ=1.0

• Trained and tested:
• NIPC dataset [1]

• Augmented NIPC dataset 
(with social media images)



Novelty

• Previous research addressed image aesthetics 
[1], memorability [2] and interestingness [3].

• News media content has very specific 
characteristics.

• News-worthy images are informative, 
interestingness, memorable, and when 
possible have good visual aesthetics.

14
[2] Isola, Phillip, et al. "Understanding the intrinsic memorability of images." Advances in Neural Information Processing Systems. 2011.
[3] Gygli, Michael, et al. "The interestingness of images." Computer Vision (ICCV), 2013 IEEE International Conference on. IEEE, 2013.

[1] Luo, Yiwen, and Xiaoou Tang. "Photo and video quality evaluation: Focusing on the subject." European Conference on Computer Vision. Springer, Berlin, Heidelberg, 2008.

Quality: is this photo publishable by 
a news agency?



Social and semantic and visual features

• Social (related to popularity, interestigness):
• Number of retweets and followers.

• Number of times a duplicate image was posted.

• Number of times a near-duplicate image was posted.

• Semantic (related to memorability):
• Distribution of concepts across news images.

• Distribution of concepts across non-news images.

• Visual (related to aesthetics and interestingness)
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#Edges

Aspect Ratio

Orientation

Colorfulness

Luminance

Area

Color simplicity

Focus

Rule of 1/3

#Faces

Entropy
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Ranking and filtering by news quality

• Visual Features
• Visual quality and aesthetics.

• Semantic Features
• Probability of topic being news related.

• Social Features
• Interestingness and informativeness.

• Gradient Boosted Trees
• High precision.

• Works with continuous and categorical 
data (e.g. orientation and aspect ratio).

• Works with small and large datasets
(critical for expensive ground-truth)

• Is able to deal with non-linear 
relationships in the data.

• Retains some interpretability.
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Groundtruth
Train

• 500 images

• 400 from social media

(twitter)

• 100 from news media

• Crowd sourcing with 7 
annotators.
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Test

• Using a dataset of 1500 images from social media.

• Results pooling using 4 different models with:

• Visual features only (GBTv)

• Semantic features only (GBTc)

• Social features only (GBTs)

• Visual, Semantic and Social features (GBTf)

• Crowd sourcing with 5 annotators.



Evaluation
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Interpretability

• GBTV uses aesthetic features
• GBTC uses memorability features

• Only combining all three feature
sets in GBTF was it possible to
to attain the best results.



Explaining news quality

• Gain is the improvement in precision 
that was attained by splitting branches 
with the feature.

• Cover is the number of times a feature 
is used in the threes.

• By inspecting the Gain and Cover of 
each feature we confirm the 
importance of all three feature sets in 
improving the precision of the model. 
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Visual features

• #Edges

• Rule of 1/3

• Focus
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• Aspect Ratio

• Orientation

• Colorfulness

• Faces

• Luminance

• Area

• Entropy

• Simplicity

Best Worst



Semantic features
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• Good concepts proportional 
to the number of concepts in
the image that are commonly 
found on news media.

Best Worst

• Bad concepts proportional to 
the number of concepts in 
the image that are not 
commonly found on news 
media.



Social features

• Number of retweets.

• Number of followers.

23

• Number of times an image appeared in the 
input set.

• Number a near-duplicate image appeared in 
the input set.

Best Worst



Evaluation of the ranking model
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Best Worst



Processing steps

• How to select only high-quality content?

• How to define and organize the story?

• How to create a relevant summary?

• How to create a coherent and non-redundant summary?
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Automatic story detection

• Detecting an event is important to early 
coverage of incident events

• Difficult because it needs to detect the single 
one (or few) social media posts that are linked 
to incidents

• It is not the media newsroom bottleneck.
• Exploration and confirmation are the most time-

consuming tasks.
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Assisted reporting of a story

• Allow media reporters to:
• Explore social media in a structured 

way

• Select the story topic

• Organize the summary content 
around the story they wish to 
create.

• The system can then provide 
reporters with the most relevant
and coherent information.
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Collaboration with the BBC R&D
https://www.bbc.co.uk/rd/blog/2020-05-automated-
news-stories-user-generated-journalism
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https://www.bbc.co.uk/rd/blog/2020-05-automated-news-stories-user-generated-journalism


Processing steps

• How to select only high-quality content?

• How to define and organize the story?

• How to create a relevant summary?

• How to create a coherent and non-redundant summary?
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Selecting candidate documents

30

Story



Ranking candidate images

• Text retrieval techniques.

• Multimedia retrieval techniques:
• Image concepts.

• Social media posts metadata:
• Social traction;

• Time of publication.

• Baselines:
• BM25 (Text retrieval)

• #Retweets (Social traction)

• #Duplicates (Social traction)

• Concept Pool (Image concepts)

• Concept Query (Image concepts)

• Temporal Modeling (Time of publication)
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Ranking candidate text documents

• BM25: using the BM25 retrieval model on publications' text.

• #Retweets: BM25 and re-ranking the top 20 posts by number of retweets.

• #Duplicate: BM25 and re-ranking the top 20 posts by number of duplicates.

• Concept Pool: BM25 and extracting visual concepts, using a pre-trained VGG network, from the 
top 10 ranked posts. The top 20 ranked posts are then re-ranked according to the number of 
visual concepts in the pool.

• Concept Query: BM25 and extracting visual concepts from top 10 ranked posts, creating a new 
query with those concepts. A new rank is created using the new query. We fuse the two ranks 
using Reciprocal Rank Fusion. 

• Temporal Modeling: BM25 and creating a Kernel Density Estimation with the probability of a 
publication being posted at a given date. The publications that maximize that probability are 
chosen.
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Relevant documents per story segment
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Processing steps

• How to select only high-quality content?

• How to define and organize the story?

• How to create a relevant summary?

• How to create a coherent and non-redundant summary?
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Graph-based social media summarization

• Graph edges will reflect the relation between documents

• Graph structure and path needs to mirror the required properties of 
the summary

35

Graph-based 
summarization



Chris Froome at Tour de France 2017

Chris Froome Wins
Yellow Jersey

Forced to run to 
recover from crash

Three times winner
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? ? ?



Graph edges as summary transition quality

• A Gradient Boosted Tree regressor was trained to predict a rating given the 
transition according to ground truth.

Gradient Boosted 
Trees

Output: Predicted 
transition quality
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Transition similarity

• Transitions are characterized based on the relations between semantic and visual 
characteristics of adjacent images;

• Transition features are vectors of differences …
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𝑆𝑡𝑜𝑟𝑦𝑀 = (𝑢1, 𝑢2, 𝑢3,…, 𝑢𝑁)

𝑆𝑡𝑜𝑟𝑦𝑙𝑖𝑛𝑒𝑀 = (𝑤1, 𝑤2, 𝑤3, …, 𝑤𝑁)

∀𝑖 ∈ 1, 𝑁 𝑤𝑖 ⊂ 𝐶𝑖

Where 𝐶𝑖 is the set of candidate
images to illustrate segment 𝑢1

Graph structure and summary paths
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𝐶1 𝐶2 𝐶3 𝐶4



Bipartite graph - Shortest path

• A sequence of bipartite graph organizes story 
segments into groups of vertices in the graph:

• All vertices in one group are connected to all the vertices in 
the neighbouring group

• The shortest path, selects the path with 
maximal similarity between vertices:

41Gonçalo Marcelino, et al., to be submitted.

S1 S2 S3 S4

S1 S2 S3 S4



Multipartite graph - Maximal clique

42

• The multipartite graph organizes story 
segments into groups of vertices in the graph.

• All vertices in one group are connected to all the other 
vertices but not connected to the vertices in their group.

• The maximal clique selects the clique with 
maximal intra clique similarity

S1 S2 S3 S4

S1 S2 S3 S4

Gonçalo Marcelino, et al., to be submitted.



Incorporating relevance

• In the first case (SeqT, FulT), the graph edges consider only the 
similarity between documents:

• In the second case (SeqTR, FulTR), the graph edges consider both the 
similarity and the relevance of the documents.
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Evaluation framework

44

• To create and test this framework 
we resorted to 4 datasets of social 
media content related to 4 events.

• Training: 2016 Edinburgh Festival and 
Tour de France 

• Test: 2017 Edinburgh Festival and Tour de 
France 

• Ground truth attained through 
crowd sourcing.
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Data processing pipeline overview
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Story



Conclusions

• Social media data has great value but poses 
significant challenges in terms of noise and 
trustiness.

• Tools to help access social media information 
are critical to many domains:
• News, Finance, Reputation monitoring

• Graph based approaches are easy to reason 
about and provide a meaningful way to 
further explore the data.
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https://www.bbc.co.uk/rd/blog/2020-05-
automated-news-stories-user-generated-journalism

https://www.bbc.co.uk/rd/blog/2020-05-automated-news-stories-user-generated-journalism

