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Beyond simple search?

DuckDuckGo

Help Spread DuckDuckGaol



Mobile QA

ull. AT&T 7 22:26

Move to mobile favors a ¢¢ Do | need an umbrella
move to speech which favors Sl

. . Francisco 99
natural language information

search Yes, San Francisco should get

rain tomorrow:

Weekly Forecast

¢ WI” We move to a tlme TUES WED THU FRI SAT SUN
when over half of searches “ 0 8 0 & =
are spoken? 12 el ! Dar] e e
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Question Answering

GO gle portugal vacations Q

Q Al [ Images (8 Maps © News [ Videos i More Settings  Tools

About 13,800,000 results (0.59 seconds)

People also ask

Where should we go in Portugal? v
How much does it cost to travel to Portugal? v
How do | plan a trip to Portugal? v

Is Portugal safe? v

Feedback



People also ask
Where should we go in Portugal?

How much does it cost to travel to J#ortugal?

People also ask

Where should we go in Portugal? v
How much does it cost to travel to Portugal? v
How do | plan a trip to Portugal? Qu estion ~

How do | plan a trip to Portugal?

Is Portugal safe?

(Planning a trip to Portugal? These are our go to tips

1. Go out of Season. Choosing when to travel really is everything, especially
where you're visiting one of the hottest destinations of the moment. ...

. Eat like a local. ...

. Venture off the beaten track. ...

. Pack a factor 30+ ...

. Get yourself a discount card. ...

Answer

. Beware of the transport. ...

w ~ ® g W N

. Try the coffee.

Mov 10, 2017

Planning a trip to Portugal? These are our go to tips | six-two by
Contiki

https://www.contiki.com > six-two » trip-to-portugal-tips

\Search for: How do | plan a trip to Portugal?

. Pack Comfortable Shoes. ... (passage retrieval)

\

J

Is Portugal safe?

v

What is the cheapest month to fly to Portugal?

What is the most beautiful place in Portugal?

L=

v

Expansion questions
W



Conversational Search

20 30 30 30

U: Tell me about the Neverending Story film.

3@
>

U: What is it about?

3@
>

U: Who was the author and when it was published?

[3i®-
>

U: Who are the main characters?

iEE;
>

User utterance ‘
- Agent utterance



Types of conversations

» * Question answering

* Information seeking tasks

e Task oriented conversation
* Online shopping, booking, etc.

* Open ended conversation

* Information seeking tasks
* Chit-chat




Visual Question Answering

* The traditional VQA architecture maps the input image and
the input question into a common embedding space.

* This embedding can be learned jointly or sequentially.

* From this joint embedding projection of the image and
guestion, an answer is generated by an RNN.

Joint embedding
— mountains TOp answers in a

C sky predefined set
NN Classif. clouds

Shire Variable-length sentence generation
|What ! slinlthe |background|?| RNN | Al snowl covered |mountain|range|

Wu, Qi, Damien Teney, Peng Wang, Chunhua Shen, Anthony Dick, and Anton van den Hengel. "Visual question
answering: A survey of methods and datasets." Computer Vision and Image Understanding 163 (2017): 21-40.



Visual Question Answering

4096 output units from last hidden layer 1024

(VGGNet, Normalized)

1024 1000 1000

Convolution Layer
+ Non-Linearity

2X2X512 LSTM

Convolution Layer
Pooling Layer  + Non-Linearity Pooling Layer

Fully-Connected MLP

Fully-Connected

) ”2”

1024

Point-wise v Connected Softmax
multiplication

“How many horses are

Antol, Stanislaw, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C. Lawrence Zitnick, and Devi Parikh.
"Vqa: Visual question answering." JEEE CVPR. 2015.

https://arxiv.org/pdf/1505.00468.pdf

Fully-Connected

image?”


https://arxiv.org/pdf/1505.00468.pdf

Visual Question Answering with Attention

* VQA can be focused on specific image regions.

 Attention weights are computed from the question
embedding vector and the region-specific embedding vector.

* The answer is then computed by giving attention to different

image regions when generating the different parts of the
answer.

Region-specific features

CNN |:||:||:| ® Classif. ...
| | Attention ||

- Attent. weights

RNN
|What 's | in | the |backgroundl?| RNN

Wu, Qi, Damien Teney, Peng Wang, Chunhua Shen, Anthony Dick, and Anton van den Hengel. "Visual question
answering: A survey of methods and datasets." Computer Vision and Image Understanding 163 (2017): 21-40. 10



Attention based VQA and Grounded VQA

softmax [ [ [ 1] n

A

L}

T

\ L
CNN which is \ the\ brown bread

What kind of animal is in the photo?
A cat.

e =

e 5T
<_ - y » =
3 T ’i

EidFE

convolutional
feature maps C(/)

attention terms a,

" ” 00
Zhu et al, “Visual 7W: Grounded Question Answering in Images”, CVPR 2016 Why is the person hOIdmg a knife’
Figures from Zhu et al, copyright IEEE 2016. Reproduced for educational purposes. To cut the cake with.



VQA examples

0

&

: What endangered animal

is featured on the truck?

A bald eagle.

A sparrow.

A humming bird.
A raven.

zeer

Where will the driver go
if turning right?

Onto 24 % Rd.
Onto 25 % Rd.
Onto 23 % Rd.
Onto Main Street.

nh>>

: When was the picture
taken?

During a wedding.
During a bar mitzvah.
During a funeral.

During a Sunday church

0

&

: Who is under the

umbrella?

Two women.

A child.

An old man.

A husband and a wife.

12



Type of conversations

* Question answering
* Information seeking tasks

» * Open ended conversation

* Information seeking tasks
* Chit-chat

e Task oriented conversation
* Online shopping, booking, etc.



Techniques

* Rule-based
 Pattern-action rules (Eliza)
* +a mental model (Parry)

* Corpus-based (from large chat corpus)
* Information Retrieval
* Neural network encoder-decoder

14



Rule-based open-ended conversations

e Sometimes for fun

e But originally designed as a testbed for clinical therapy
(And still used that way!)



Eliza: Weizenbaum (1966)

Men are all alike.
IN WHAT WAY
They're always bugging us about something or other.

CAN YOU THINK OF A SPECIFIC EXAMPLE

Well, my boyfriend made me come here.
YOUR BOYFRIEND MADE YOU COME HERE

He says I'm depressed much of the time.
| AM SORRY TO HEAR YOU ARE DEPRESSED

WHO ELSE IN YOUR FAMILY TAKES CARE OF YOU?
My father
YOUR FATHER

16



Eliza: Weizenbaum (1966)

You are like my father in some ways.

WHAT RESEMBLANCE DO YOU SEE

You are not very aggressive but | think you don’t want me to notice that.
WHAT MAKES YOU THINK | AM NOT AGGRESSIVE

You don’t argue with me.

WHY DO YOU THINK I DON’T ARGUE WITH YOU

You are afraid of me.

DOES IT PLEASE YOU TO BELIEVE I’M AFRAID OF YOU

My father is afraid of everybody.
WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR FATHER
Bullies.

DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR
BOYFRIEND MADE YOU COME HERE

17



IR based conversations

5 -
O
(N

_“—-




Corpus-based open-ended conversations

* ldea: Mine conversations of human chats or human-machine
chats

» Microblogs: Twitter or Weibo ({#1&)
* Movie dialogs

* Cleverbot (Carpenter 2017 http://www.cleverbot.com)
* Microsoft Xiaolce
* Microsoft Tay



A Cleverbot conversation

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

Do you like Doctor Who?
Yes, so funny

What's your favorite show?
| don't have one

What's your name?

Jason | already told you.
No your real name.
Stephanie IS my real name.
| thought it was Jason?
How did you come to that conclusion.
Because you said so.

| have to do my homework.

20



Two IR-based chatbot architectures

1. Search for similar questions
 Take user's turn (g) and find a (tf-idf) similar turn t in the corpus C
q = "do you like Doctor Who"
t' = "do you like Doctor Strangelove"”
* Grab whatever the response was to t.

T
A
r = response (argmax 1 > Yes, so funny
iec  |lallt]
2. Search for the most similar turn
Ty
I = argimax Do you like Doctor Strangelove
ec lgllt]



IR-based models of chatbots

* Also fine to use other features like user features, or prior
turns

* Or non-dialogue text
* COBOT chatbot (Isbell et al., 2000)

* sentences from the Unabomber Manifesto by Theodore Kaczynski, articles on alien
abduction, the scripts of “The Big Lebowski” and “Planet of the Apes”.

* Wikipedia text



Neural chatbots

* Think of response generation as a task of transducing from
the user’s prior turn to the system’s turn.

* Train on some data to capture all types of conversation
iterations:
* Movie dialogue databases
* Twitter conversations



Neural based conversations

Training Parameters  Conversations
learning data

[ Neural model }—i

Testing

o - ==
O
(A |

24



First cut to conversational systems

R S R
B > > > > > >
A B C <eos> W X Y Z
< Context > < >
Reply

(Previous Sentences)

Vinyals, Oriol, and Quoc Le. "A neural conversational model." ICML Workshop on Deep Learning (2015).
https://arxiv.org/abs/1506.05869
https://sites.google.com/site/deeplearning2015/accepted-papers

25



https://arxiv.org/abs/1506.05869
https://sites.google.com/site/deeplearning2015/accepted-papers

RNN-based dialog state tracking

* A first RNN is used to track the state of the conversation.
* It’s input data are the utterances of the conversation.

e Agent utterances can be generated from the conversation
state.

Ot—2 Ot—1 Ot

A A A

Serban, lulian V., Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle Pineau. 2015. "Building End-
To-End Dialogue Systems Using Generative Hierarchical Neural Network Models.
http://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/download/11957/12160



http://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/download/11957/12160

Hierarchical Recurrent Encoder-Decoder

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>
w21 .« o o w2 N, w31 “ .. W3, N;
prediction
(&) @) () @)
decoder @) () ’ ®) C) >
initial hidden state
fonta @0 @9 @©9O
hidlden state w21 o o @ w31 e o o
| * e
0 ® »
encoder O O
utterance
A/ epresentation

hidden state = utterance
_’Eg; »(iw o state tracking RNN
(@O e (CO) 0O @©e ©9O)

w11 w1,N, wo 1 e+ W2N,

mom , i don 't feel so good </s> what ' s wrong ? </s>

27



Hierarchical Recurrent Encoder-Decoder

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>
wa 1 o o o w2 N, w31 o o o W3, N
prediction
(5) (o)
decoder ©) U
initial hidden state
fmm" (@0O) (@O) (CO)
hidlden state w21 .. w31
| 2 8
0 ® »
encoder O O,
higoerrstae—— Hilernch

/—representation. |
State tracking RNN

e -

S E.

wy,1 w1, N, wy 1 e UW2N,

mom , i don 't feel so good </s> what ' s wrong ? </s>

Utterance’s encoder RNN y



Hierarchical Recurrent Encoder-Decoder

Language generator decoder RNN

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>

wa 1 o o o w2 N, w31 « o W3, Ny

prediction
decoder 8 8 8
initial hidden state
text — (D @E
s o w31
O
S >
encoder O
higoerrstae—— Hilernch
A

£ _representation.
8 8 State tracking RNN
O @©e ©O

wy,1 w1, N, wy 1 e UW2N,

mom , i don 't feel so good </s> what ' s wrong ? </s>

Utterance’s encoder RNN N



Initialization

* Word embeddings are initialized from word2vec

e Utterance encoders and decoders are initialized with QA
from movie subtitles



Sample neural chatbot output

Input tell me ... how long have you had this falling sickness ?
Vanilla-SEQ2SEQ 1’m not a doctor.
Adversarial a few months, 1 guess .

Input so 1 had the doctors test sammy ’s response to conditioning .
Vanilla-SEQ2SEQ sammy wrote the test sammy wrote the test .
Adversarial so he took the pills .

Input they didn ’t have much success with this problem commander .

Vanilla-SEQ2SEQ
Adversarial

they 're not the only ones who have been in the system .
can we find someone else ?




Visual Dialog

* What is a visual dialog?
* given an image |;
* 2 history of a dialog consisting of a
sequence of question-answer pairs;
* a natural language follow-up question;
* the task for the machine is to answer
the question in free-form natural Visual Dialog

language. : What is the gender of the
one in the white shirt ?

She is a woman

: What is she doing ?
Playing a Wii game

. Is that a man to her right
No, it's a woman

O

* This task is the visual analogue of
the Turing Test.

>0 >0 P2

Das, Abhishek, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, José MF Moura, Devi Parikh, and Dhruv Batra.

32
"Visual dialog." /EEE CVPR 2017. https://arxiv.org/pdf/1611.08669.pdf



https://arxiv.org/pdf/1611.08669.pdf

Tasks comparisons

Captioning
Two people are in a
wheelchair and one is
holding a racket.

Visual Dialog
How many people are on

VQA wheelchairs 7
Q: How many people

Q

~ wheelchairs ? A: Two
A ?WW eeiehars - Q: What are their genders ?
- S A: One male and one female
. , Q: Which one is holding a
Q: How many wheelchairs ? T
A: One A: The woman

Das, Abhishek, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, José MF Moura, Devi Parikh, and Dhruv Batra.
"Visual dialog." IEEE CVPR 2017. https://arxiv.org/pdf/1611.08669.pdf
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Hierarchical Recurrent Encoder-Decoder

Utterance encoder Dialog state Answer generator
tracking RNN decoder

e By o t No | don't think
X » R Decoder | they are together
" B Answer A,
LSTM
Do you think the LSTM
woman is with him?
Question Q, Hig
-st —

The man is riding his bicycle on the sidewalk. / -
Is the man wearing a helmet? No he does not have / il
ahelmet on /
How old is the man? He looks around 40 years old. LSTM - </
What color is his bike? It has black wheels and [ \
handlebars. | can't see the body of the bike that well. \’ '—STM
Is anyone else riding a bike? No he's the only one \
Are there any people nearby? Yes there's a woman L—/
walking behind him H

- @l

t rounds of history
{(Caption), (Q,A), .., (Q,.;, A}
Das, Abhishek, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, José MF Moura, Devi Parikh, and Dhruv Batra. »

"Visual dialog." IEEE CVPR 2017. https://arxiv.org/pdf/1611.08669.pdf
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MemNets-based dialogue state tracking

* Class of models that combine large memory with

Predict
Output o0

Response to
I Answer
(CTTTTTTTTTTE Tt Tttt 3

* Incorporates reasoning with \
attention over memory (RAM).  canditate

E Answers

* Most ML has limited memory mm T ;

. . Memory | fessing i L C [
which is more-or-less all Module | w0 mode.
that’s needed for “low level” me—

. . : fessing 7 ;
tasks e.g. object detection. {$mg}
Memory Veg;:sf In[!)ut leecttlar;t(?:ijt?;IT;ftqeuery)
Memory Networks for Language Understanding, ICML Tutorial 2016 .

http://www.thespermwhale.com/jaseweston/icm|2016/



http://www.thespermwhale.com/jaseweston/icml2016/

Memory Network for Visual Dialogs

Fully-connected
layer

Do you think — @
the woman is LSTM
with him? —

Question Q,
Vi a
The man is riding his bicycle on the sidewalk. |
LST™M \
Is the man wearing a helmet? No he does not have /

a helmet on
How old is the man? He looks around 40 years old. | = .

What color is his bike? It has black wheels and
handlebars. | can't see the body of the bike that well. ~

Weighted sum

Is anyone else riding a bike? No he's the only one.

Are there any people nearby? Yes there's a woman \

walking behind him.

tx 512

t rounds of history \ - Attention over history
{(Caption), (Q,A,), ... Q.. A,)}

Decoder

No | don't think
they are together

Answer At

Das, Abhishek, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, José MF Moura, Devi Parikh, and Dhruv Batra.

"Visual dialog." IEEE CVPR 2017. https://arxiv.org/pdf/1611.08669.pdf
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The Wizard of Wikipedia

* Knowledge Retrieval

 All utterances are encoded with state-of-the-art methods
» Retrieval gets a set of candidate answers

* Knowledge Attention
* The memory network keeps track of past turns

* Attention mechanism tells which previous turns are more relevant to
the current turn

* Response Generation

* Response is generated from the attention weighted combination of
past utterances.

Dinan, Emily, Stephen Roller, Kurt Shuster, Angela Fan, Michael Auli, and Jason Weston. "Wizard of Wikipedia:
Knowledge-Powered Conversational Agents." In ICLR 2018. https://arxiv.org/abs/1811.01241



https://arxiv.org/abs/1811.01241

The Wizard of Wikipedia

. L User utterance J ‘

L Agent utterance

Wikipedia, Reddit...

38



The Wizard of Wikipedia (example)

Model: Retrieval Transformer MemNet

Topic:
Human:
Model:
Human:
Model:

Human:
Model:
Human:
Model:

E-book (seen)

1 do not know why, but I have never gotten into E-books

Same here. I have a kindle, but I don’t use it for books. It’s nicer to hold a real book and turn pages.
yes, 1 like the physical feel and smell of a real book

I actually had a Nook e-book where you had to download the e-book after selecting it online. I grew
out of it, I prefer paper books also.

1 tried e-books but I do not like reading on a screen, its disorientated for me

Yes, reading a book on a tablet just isn’t the same!

plus I like owning the physical copy of a real book, I feel like I own it

I prefer print and newsreels.

Topic:
Model:
Human:
Model:
Human:
Model:
Human:
Model:
Human:

Toga party (seen)

I love toga parties! I usually make my toga out of a bed sheet and wear my sandals.
Me too!!! I usually use some flip flops and my blanket!

Toga parties typically have games involving kegs and excessive drinking!

Yeah! And getting to wear funny outfits and a crown of leaves!

I love me some Toga Parties!

I love me some too!

Toga parties are so much fun with the Roman or Greek theme.

Yeah! I especially like Greek themes

39



Type of conversations

* Question answering
* Information seeking tasks

* Open ended conversation

* Information seeking tasks
* Chit-chat

e Task oriented conversation
* Online shopping, booking, etc.



Finite State Dialog Manager

What city are you leaving from?

Where are you going?

What date do you want to leave?

e

Is it a one-way trip?

No

Do you want to go from What date do you want to return?
<FROM> to <TO> on <DATE>?

No Y. Do you want to go from <FROM> to <TO>
2 on <DATE> returning on <RETURN>?

Yes No

Book the flight 4



Multimodal conversational systems

* For online shopping, task

completion conversational agents

will support users with their
shopping decisions.

* User preferences and dialogue
context are crucial elements.

Amrita Saha, Mitesh M. Khapra, and Karthik Sankaranarayanan. "Towards
building large scale multimodal domain-aware conversation systems." Thirty-
Second AAAI Conference on Artificial Intelligence. 2018.

Yingying Zhang, Shengsheng Qian, Quan Fang, and Changsheng Xu. 2019. Multi-
modal Knowledge-aware Hierarchical Attention Network for Explainable Medical
Question Answering. ACM International Conference on Multimedia (MM '19).

¥ <o

!
[ Hi, what can | do for you? f ]

w ﬁ Show some similardresses in blue color. }
¥

"z

Found some blue dresses like these -

iM

w { | like the 2nd one, will it go well withsilver stllettos?

f

Q: What are the root cause
of having myxoma at the
right side of the heart?

A: These are benign
growths that occur in the
heart and the cause is really
unknown and the treatment
is to remove it surgically.

\

—_—

[ Yes, itis a good match. F

g sT i}‘-'
Myxoma i e
1 ki _‘_“,__ ﬂ'\?‘,
disease_related_disease

\{ ' ‘
.. % Atrial myxoma w 3
organ_| related dlseas® @ F’.r

heart
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Multimodal state-tracking

 HRED can be extended to include both language and visual data.
* VGG features are transformed to match the context state representation.

* Both representations can be concatenated.

System’s iltterance 1 Systenl’s Utterance 2

[ I
Found in mosaic, not geometric _ Yes it will be a good rzmtc\h

Decoder hidden Prediction Decoder hidden
state i state K
Context hidden = Context hidden = i
state >+ L state X))

220

representation by
concatenation
N, ::‘Iﬂ Will this go well
> & with the dress

Image

Encoder Text utterance
representation

hidden state representation

Show me a dress in the Found in mosaic, not
print as this ? geometric

\ ) \ ) \ l
|

|
User’s Utterance 1 System’s Utterance 1 User’s Utterance 2

Saha, Amrita, Mitesh M. Khapra, and Karthik Sankaranarayanan. "Towards building large scale multimodal
domain-aware conversation systems." In Thirty-Second AAAI Conference on Artificial Intelligence. 2018.

https://amritasahal1812.github.io/MMD/
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Product selection in conversational
recommendation/search

* A straightforward way of selecting products is by a way to compare the
context state with existing products

* It requires learning a way of extracting a product representation
embedding from the context state.

Cosine Similarity between Negative image
and Multimodal context representations

cos simi, o) @2 — A

Max-Margin Loss

- [Cos Simix, Ypos) @—- J
Jli
Image Cosine Similarity between Positive image

@
@ representation % and Multimodal context representations Positive Response

Negative Response

’
Context hidden System’s Response 2

state

T

ﬁ@_@@

Encoder Text utterance

hidden state representation @
=~ :

g @ S ¢ g e

T 4 representation by
E concatenation
Found in mosaic, not . ;\‘:) SR Show me in the f
geometric @ color as this one
$
\ J \ )
System’s Utterance 1 User’s Utterance 2

Saha, Amrita, Mitesh M. Khapra, and Karthik Sankaranarayanan. "Towards building large scale multimodal
domain-aware conversation systems." In Thirty-Second AAAI Conference on Artificial Intelligence. 2018.
https://amritasahal1812.github.io/MMD/
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Knowledge-based product selection in
conversational recommendation/search

* Products need to be represented in a way that capture their

fill set of characteristics
* Taxonomy-based model have this information.

Reinforcement ( Reinforcement )
Ground-truth

Ground-truth

Agent Utterance
STurn t d S Turn t+1
i Found some blue dresses i : Yes, itisa
like these good match.
Lt —)
Multimodal context .
utterance 1 Knowledge Memory hidden state

vector U;

1
a L) Taxonomy-based visual
I[ semantic rodel
G G [ e o 00000000
3 YRSATA A Fy i - s IO‘.Cé? |
R 1 %
o -
] K o [
@ y e 1 ( q

AR
m;m;mz my_ My 2 P g, 6 6 :
" El Tree -

'_._._ﬂ\_:o._.?_

 seawonctpin e Dialog became grounded . - or Eeert.
L S ssis offthe shoulder : . llike the second one willitgo | .°" siver...
dressesin blue coll r. skaterd{ess..v.‘-_,»’ 1 on the knowledge baSE. WE" with silver stiletcu

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal dialogue
systems." In Proceedings of the 26th ACM international conference on Multimedia, pp. 801-809. 2018.
http://staff.ustc.edu.cn/~hexn/papers/mm18-multimodal-dialog.pdf
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Knowledge base

* Product types
* Dresses, shoes, shirts, etc.

* Product attributes
* Color, texture, material, size,

style, etc.

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal dialogue
systems." In Proceedings of the 26th ACM international conference on Multimedia, pp. 801-809. 2018.
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Knowledge-based product selection

fr,

Pleated for a flared E]
silhouette, it features
gorgeous detachable

_I-
[ > 1sTM | LST™

Sfaux fur collar...

sharing parameters

\ B
|

G} )

sharing parameters

2 W

o

. \Y
o |

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal dialogue
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Qualitative results for multimodal
conversational Al

Example 1 ’ J .
USER: What is the style in the 1st and 2nd images? , -

GT: the style of the formal shoes is oxford in the 1st image; party in the 2nd image
MHRED: the style of the scarf is is in the 1st and image image image
KMD: the style of the formal shoes is oxford in the 1st image in the image

Example 2 | o -
USER: Which all will go with at least one of these results? ” n q

GT: it can go well with suede style , suede upper material , suede material running shoes
MHRED: it can go well with <unk>, , and and and
KMD: it can go well with suede, suede material,, and and shoes

Example 3 @ :}

USER: Show me more in the dial color as in the 2nd image
GT: Sorry | cant find anything in movement but would you like something in other type

Y- |
| 9 |
MHRED: sorry i dont find anything in any in but but you you like to see some in %

KMD: sorry i cant find anything in movement but i can show you in other type Q‘ °°

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal dialogue
systems." In Proceedings of the 26th ACM international conference on Multimedia, pp. 801-809. 2018.
http://staff.ustc.edu.cn/~hexn/papers/mm18-multimodal-dialog.pdf
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Results for multimodal conversational Al

* Comparison between HRED, Multimodal HRED, MemNets
and Knowledge based MHRED.

Text Response

Image Response (k = 5)

Method
BLEU Diversity (unigram) || R@1 R@2 R@3
HRED (text-only) 0.3174 0.00369 0.4323 0.6217 0.7486
MemNN 0.5013 0.00435 0.7800 0.8372 0.9091
MHRED 0.5195 0.00426 0.7980 0.8859 0.9345
KMD 0.6731 0.00534 0.9198 0.9552 0.9755

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal dialogue
systems." In Proceedings of the 26th ACM international conference on Multimedia, pp. 801-809. 2018.
http://staff.ustc.edu.cn/~hexn/papers/mm18-multimodal-dialog.pdf
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Dialog policy enforcement

* I[mage guessing game:
* Both agents share a database
* A-bot selects an image at random
* Q-bot needs to guess that image
* Agents interact through a dialog in English

ool 3

Answerer

Questioner

iosori 'AMTI'I I S
Two zebra are walking around their pen at the zoo.

i Q1: Any people in the shot? \

(]
\ A1: No, there aren't any.

* Based on the HRED architecture.

* Uses reinforcement learning to enforce a
dialog policy.

* Interesting: the agents may develop their
own language to solve the task.

Das, Abhishek, Satwik Kottur, José MF Moura, Stefan Lee, and Dhruv Batra. "Learning cooperative visual dialog
agents with deep reinforcement learning." IEEE CVPR. https://arxiv.org/abs/1703.06585
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summary

* Visual question answering methods are the base of conversational
search.

* Architectural considerations:
» User utterance processing
e State tracking
* Dialog policy enforcement (if goal oriented dialogue)
* Answer retrieval
* Answer generation

* State tracking and dialog control:
* HRED
* Memory networks
* Reinforcement learning
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Readings: Conversational Search

* Surveys

* Jannach, Dietmar, Ahtsham Manzoor, Wanling Cai, and Li Chen. "A Survey on Conversational
Recommender Systems." arXiv preprint arXiv:2004.00646 (2020).
https://arxiv.org/pdf/2004.00646.pdf

* Minlie Huang, Xiaoyan Zhu, and Jianfeng Gao. 2020. Challenges in Building Intelligent Open-
domain Dialog Systems. ACM Trans. Inf. Syst. 38, 3, Article 21 (May 2020)

* Conversation state tracking:

* HRED: Serban, lulian V., Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle Pineau.
"Building end-to-end dialogue systems using generative hierarchical neural network models." In
Thirtieth AAAI Conference on Artificial Intelligence. 2016.
https://www.aaai.org/ocs/index.php/AAAI/AAAIL6/paper/viewPaper/11957

* Memory Networks: Sukhbaatar, Sainbayar, Jason Weston, and Rob Fergus. "End-to-end memory
networks." In Advances in neural information processing systems, pp. 2440-2448. 2015.
http://papers.nips.cc/paper/5846-end-to-end-memorynetworks

53


https://arxiv.org/pdf/2004.00646.pdf
https://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/viewPaper/11957
http://papers.nips.cc/paper/5846-end-to-end-memorynetworks

Readings: Multimodal Conversational Search

Das, Abhishek, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, José MF Moura, Devi Parikh, and
Dhruv Batra. "Visual dialog." In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 326-335. 2017. https://arxiv.org/pdf/1611.08669.pdf

Saha, Amrita, Mitesh M. Khapra, and Karthik Sankaranarayanan. "Towards building large scale
multimodal domain-aware conversation systems." In Thirty-Second AAAI Conference on Artificial
Intelligence. 2018. https://amritasahal812.github.io/MMD/

Liao, Lizi, Yunshan Ma, Xiangnan He, Richang Hong, and Tat-seng Chua. "Knowledge-aware multimodal
dialogue systems." In Proceedings of the 26th ACM international conference on Multimedia, pp. 801-
809. 2018. http://staff.ustc.edu.cn/~hexn/papers/mm18-multimodal-dialog.pdf

Das, Abhishek, Satwik Kottur, José MF Moura, Stefan Lee, and Dhruv Batra. "Learning cooperative visual
dialog agents with deep reinforcement learning." IEEE CVPR. https://arxiv.org/abs/1703.06585

Shah, Sanket, Anand Mishra, Naganand Yadati, and Partha Pratim Talukdar. "Kvqga: Knowledge-aware
visual question answering." In Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33, pp.
8876-8884. 2019. http://malllabiisc.github.io/resources/kvaa/

Nie, Ligiang, Wenjie Wang, Richang Hong, Meng Wang, and Qi Tian. "Multimodal Dialog System:
Generating Responses via Adaptive Decoders." In Proceedings of the 27th ACM International
Conference on Multimedia, pp. 1098-1106. 2019. https://acmmultimedia.wixsite.com/magic

54


https://arxiv.org/pdf/1611.08669.pdf
https://amritasaha1812.github.io/MMD/
http://staff.ustc.edu.cn/~hexn/papers/mm18-multimodal-dialog.pdf
https://arxiv.org/abs/1703.06585
http://malllabiisc.github.io/resources/kvqa/
https://acmmultimedia.wixsite.com/magic

Readings: Open-ended Conversational Agents

* Dinan, Emily, Stephen Roller, Kurt Shuster, Angela Fan, Michael Auli, and Jason
Weston. "Wizard of Wikipedia: Knowledge-Powered Conversational Agents." In
International Conference on Learning Representations. 2018.
https://arxiv.org/abs/1811.01241

* Dalton, Jeffrey, Chenyan Xiong, and Jamie Callan. "Cast 2019: The conversational
assistance track overview." In Proceedings of the Twenty-Eighth Text REtrieval
Conference, TREC, pp. 13-15. 2019.


https://arxiv.org/abs/1811.01241

Datasets

* QA:
 TREC QA, SquAD, QUAC
* VQA
LAY
* CLEVR
* KVAQ

e Conversational
* CoQA
* TREC-CAST
« MMDS



